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Abstract. We propose a method for efficient solution of elliptic problems with multiscale features and randomly perturbed coefficients. We use the multiscale finite element method (MsFEM) as a starting point and derive an algorithm for solving a large number of multiscale problems in parallel. The method is intended to be used within a Monte Carlo framework where solutions corresponding to samples of the randomly perturbed data need to be computed. We show that the proposed method converges to the MsFEM solution in the limit for each individual sample of the data. We also show that the complexity of the method is proportional to one solve using MsFEM (where the fine scale is resolved) plus \(N\) (number of samples) solves of linear systems on the coarse scale, as opposed to solving \(N\) problems using MsFEM. A set of numerical examples is presented to illustrate the theoretical findings.
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1. Introduction. Multiscale problems are some of the greatest challenges in computational mathematics today. In all branches of the engineering sciences, we encounter problems with features on several different scales. Flow in a porous medium, such as the earth’s subsurface, is a typical example. Many of these problems can be modeled using partial differential equations with multiscale features in the coefficients. In practice, these coefficients are often the result of experimental and/or field measurements, which causes some level of uncertainty. This uncertainty can be modeled as random perturbations.

We consider the problem of finding \(u\) satisfying

\[
\begin{cases}
-\nabla \cdot (A(x)\nabla u) = f(x), & x \in \Omega, \\
u(x) = 0, & x \in \partial \Omega,
\end{cases}
\]

where \(\Omega \subset \mathbb{R}^{\text{dim}}\) is a polygonal domain with boundary \(\partial \Omega\), where \(\text{dim} = 1, 2, 3\), \(A(x)\) is a scalar stochastic function governed by some probability structure, and \(f(x)\) is a given deterministic function. In particular, we assume that samples of \(A\) are positive, bounded coefficients exhibiting heterogeneity in multiple scales with measurement errors and \(f \in L^2(\Omega)\).

In order to get a reliable solution to (1.1) we need to address two problems:

1. The coefficient \(A\) varies over different scales in space. Resolving the finest scale on a single mesh would yield a huge number of unknowns. This calls
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for multiscale methods. The idea is to divide the fine scale field into many local subproblems and solve these in order to modify a global coarse scale equation. This leads to a coarse scale equation in which the fine scales are taken into account.

2. The coefficient $A$ has measurement errors which can be modeled as a random perturbation around a mean. This yields a distribution of $A$ as input data and a distribution of $u$ as output data. Obtaining access to stochastic quantities of interest of the output is computationally challenging.

During the last decade several multiscale methods have been developed which deal with the first difficulty, see, e.g., [3, 11, 19, 21, 24]. In these works two scales are mainly considered; a coarse scale, on which the multiscale features are not resolved but where computations can be performed globally, and a fine scale, where the multiscale features are resolved but where global computations are not possible. The fine scale equations are decoupled and solved locally. The result is used to modify the coarse scale equations so that they include information from the fine scale.

The second issue has also been studied extensively. A common approach is the perturbation method. Here the random functions and operators in the differential equation are expanded in a Taylor series about their respective mean values (see [23]). Another approach is to expand the random function in a Karhunen–Loève expansion (see, e.g., [7, 18]). A third approach often used in applications due to its simplicity is Monte Carlo simulation, i.e., to solve (1.1) for a large number of samples of the coefficient $A$ in order to get the distribution of the solution $u$.

Recently, works that consider both issues simultaneously have been presented (see, e.g., [1, 8, 25]). In [1] a small number of realizations $A$ are selected, and the multiscale finite element method (MsFEM) is used to compute corresponding multiscale basis functions. Then given an arbitrary realization $A$, the solution $u$ is sought within the span of the precomputed multiscale basis functions. In this paper we attack a related issue. We consider a Monte Carlo type situation where a number of samples of $A$ are given and we wish to compute corresponding solutions $u$ by solving (1.1) using MsFEM. We present an efficient way of doing this for a vast number of samples by using the fact that the local matrices we need to invert on the fine scale are very similar in structure among the samples. This idea was first presented in a series of papers [15, 16, 17] where nonoverlapping domain decomposition was used to localize the computations. A great advantage of using MsFEM instead of domain decomposition is that no iteration is needed and no communication between the subdomains is needed.

The method depends on an assumption that the random variation of the elliptic coefficient is described as a piecewise constant (or polynomial) function on the coarse mesh. The multiscale basis functions associated with a coarse grid are represented as a truncated Neumann series expansion. We give a theoretical convergence analysis that shows that this series converges geometrically, with respect to the number of terms in the Neumann series, to the exact multiscale basis functions as we add more terms to the series. A similar convergence property holds for the global solution computed with this representation approximating the global MsFEM solution. The complexity of the method, when solving for $N$ samples of the data $A$, is proportional to solving once using standard MsFEM plus solving $N$ linear systems of equations on the coarse scale. This should be compared to solving $N$ problems using standard MsFEM.

The rest of the paper is organized as follows. In section 2 we present modeling assumptions and the computational method. We derive a rigorous convergence analysis of the method in section 3. Section 4 gives a set of numerical examples to confirm the theoretical results.
2. Modeling assumption and computational method. In this section we focus on modeling assumptions and present the method we use for computing samples of the solution to (1.1). We start by establishing some notation.

2.1. Preliminaries. For an arbitrary domain \( \omega \subset \Omega \) we denote the \( L^2(\omega) \) norm \( \| \cdot \|_{L^2(\omega)} \) and \( L^2(\omega) \) scalar product \( (\cdot, \cdot)_\omega \). When \( \omega = \Omega \) we simply write \( (\cdot, \cdot) = (\cdot, \cdot)_\Omega \). We let \( \| \cdot \|_{L^\infty(\omega)} \) be the \( L^\infty \)-norm on \( \omega \) and \( H^1(\omega) \) be the standard Sobolev space of functions in \( L^2(\Omega) \) that has gradients in \( (L^2(\Omega))^{\dim} \). In particular, \( H^1_0(\omega) \) denotes the space of functions in \( H^1(\omega) \) with vanishing trace on the boundary. See [2] for an extensive discussion on these function spaces. Furthermore, \( \| v \|_{k,\omega} = \| k^{1/2} \nabla v \|_{L^2(\omega)} \) for any given positive function \( k \in L^\infty(\omega) \). When \( \omega = \Omega \) we drop the subscript, i.e., \( \| v \|_k = \| k^{1/2} \nabla v \|_{L^2(\Omega)} \), and when \( k = \Lambda \) we write \( \| v \|_{\omega} = \| \Lambda^{1/2} \nabla v \|_{L^2(\omega)} \) and \( ||| v ||| = \| \Lambda^{1/2} \nabla v \|_{L^2(\Omega)} \). We also introduce a scalar product \( \langle v, w \rangle = (\Lambda \nabla v, \nabla w) \) for all \( v, w \in H^1(\Omega) \).

We let \( T_h \) be a set of finite elements \( \tau \) discretizing \( \Omega \), i.e., \( \Omega = \bigcup_{\tau \in T_h} \tau \), \( h_\tau \) being the diameter of \( \tau \) and \( h = \max_{\tau \in T_h} h_\tau \). Each element \( \tau \) has \( d \) vertices, i.e., we assume that \( \tau \) are simplices. Finally, for a point in \( \mathbb{R}^d \), we use the notation \( (x, y) \), which should be clearly distinguishable from the \( L^2 \) scalar product by examining the context.

2.2. Weak formulation and modeling assumption. We formulate the variational formulation of (1.1): find \( u \in H^1_0(\Omega) \) such that

\[
(\Lambda \nabla u, \nabla v) = (f, v) \quad \text{for all } v \in H^1_0(\Omega).
\]

We assume that the stochastic elliptic coefficient can be decomposed into deterministic and random components, \( \Lambda = a + A \). Further we assume that there exist constants \( 0 < a_{0,\tau} \leq a_{1,\tau} < \infty \) so that \( a_{0,\tau} \leq a(x) \leq a_{1,\tau} \) for all \( x \in \tau \) for all \( \tau \in T_h \) and that \( -\delta_0 a_{0,\tau} \leq A^\tau \leq \delta_1 a_{0,\tau} < \infty \) for all \( \tau \in T_h \), where \( 0 \leq \delta_0 < 1 \) and \( 1 \leq \delta_1 < \infty \). A simple application of the Lax–Milgram theorem guarantees the existence and uniqueness of the corresponding solution for each sample of \( \Lambda \), and furthermore,

\[
||| u ||| \leq c \| f \|_{L^2(\Omega)}
\]

for some constant \( c > 0 \) depending on \( a_{0,\tau}, \delta_0, \) and \( \Omega \).

We assume that the random perturbation \( A \) has a particular structure. Let

\[
A(x) = \sum_{\tau \in T_h} A^\tau \chi_\tau(x),
\]

where \( \chi_\tau(x) \) denotes the characteristic function on \( \tau \). With this structure, the variational formulation for (1.1) is to seek \( u \in H^1_0(\Omega) \) satisfying

\[
a_\Omega(u, v) + \sum_{\tau \in T_h} A^\tau b_\tau(u, v) = (f, v) \quad \text{for all } v \in H^1_0(\Omega),
\]

where

\[
a_D(u, v) = \int_D a(x) \nabla u \cdot \nabla v \, dx \quad \text{and} \quad b_D(u, v) = \int_D \nabla u \cdot \nabla v \, dx
\]

for an arbitrary domain \( D \subset \Omega \).
Within the framework of Monte Carlo simulation for quantifying uncertainty effects of this random coefficient, the basic idea relies on treating (2.4) as a black box producing $u$ given finite samples of $A(x)$. The realization data can then be used to calculate the probability distribution and/or some statistics of a functional (quantity of interest) of $u$. In practice, one employs the finite element method to find the approximation of $u$ belonging to certain finite dimensional subspace of $H^1_0(\Omega)$. The finite element method reads: find $u_h \in V_h$ such that

\[
\alpha(u_h, v_h) + \sum_{\tau \in T_h} A^\tau b_\tau(u_h, v_h) = (f, v_h) \quad \text{for all } v_h \in V_h,
\]

where $V_h$, e.g., could be the space of continuous piecewise linear functions on $T_h$ vanishing on $\partial \Omega$.

A heuristic consideration of accuracy suggests that the elliptic coefficient $A$ dictates the mesh configuration $T_h$. In this case, the deterministic coefficient $a$ can exhibit heterogeneity in several different length scales of several orders of magnitude. Consequently, for an accurate solution, $T_h$ is constructed so that the heterogeneity of $a$ is captured. This leads to a large linear system of equations that needs to be solved for each sample of $A$. Obviously this fact requires a tremendous amount of computational work when a large number of samples are used in the Monte Carlo simulation. In the next section, we discuss one alternative to overcome this, namely, the use of the MsFEM.

From now on, we only consider samples of the stochastic function $A$. In particular, the method we present is designed so that samples of the corresponding solutions $u$ are computed in parallel with no interaction. This means that both the method and the analysis can be performed on a single sample of $A$ without loss of generality. For this reason we will, from now on, refer to $A$ as a particular realization of the data. In the same way, $u$ will be the corresponding realization of the solution. The reason for this slight abuse of notation is that the paper will be easier to follow.

### 2.3. The MsFEM

The MsFEM was introduced in [19] and further analyzed in [20]. In its basic form, MsFEM is a finite element method that is based on solving the variational equation (2.6) in a finite dimensional subspace of $H^1_0(\Omega)$. The distinction is in its aim to compute the solution on a coarse scale (posed on coarser mesh $T_h$) without directly resolving the fine scale heterogeneity globally. The key ingredient is the construction of an appropriate multiscale finite dimensional space in which the solution is sought. In particular, the fine scale heterogeneity in $a$ should be imbedded in this finite dimensional space. This information is incorporated into coarse scale formulation through the global/coarse scale stiffness matrix. We point out that the idea of using basis functions satisfying certain differential equations has been used before (see, e.g., [4, 5, 6] and references therein).

We set the so-called multiscale basis functions $\phi_{i,\tau}$ for vertices $i = 1, \ldots, d$ of finite element $\tau$ to satisfy

\[
\begin{align*}
-\nabla \cdot ((a(x) + A^\tau) \nabla \phi_{i,\tau}) &= 0 \quad x \in \tau, \\
\phi_{i,\tau}(x) &= g_{i,\tau}(x) \quad x \in \partial \tau,
\end{align*}
\]

where $g_{i,\tau}(x)$ is a piecewise linear/bilinear function on $\partial \tau$ with $g_{i,\tau}(x_j) = \delta_{ij}$, $x_j$ being the vertex coordinate of $\tau$. Then the multiscale finite dimensional space is defined as

\[
V_{ms,h} = \text{span}\{\phi_{i,\tau} : i = 1, \ldots, d; \quad \tau \in T_h\} \subset H^1_0(\Omega).
\]
The MsFEM solution is \( u_{\text{ms},h} \in V_{\text{ms},h} \) satisfying

\[
(2.9) \quad a_\Omega(u_{\text{ms},h},v_h) + \sum_{\tau \in T_h} A^\tau b_\tau(u_{\text{ms},h},v_h) = (f,v_h) \quad \text{for all } v_h \in V_{\text{ms},h}.
\]

Application of this procedure is summarized in Algorithm 1.

**Algorithm 1 MsFEM.**

Construct the multiscale basis functions \( \{\phi_{i,\tau}, i = 1, \ldots, d\} \) for every \( \tau \in T_h \), satisfying \( -\nabla \cdot ((a(x) + A^\tau)\nabla \phi_{i,\tau}) = 0 \) for \( x \in \tau \) with \( \phi_{i,\tau}(x) = g_{i,\tau}(x) \) for \( x \in \partial \tau \).

Compute \( u_{\text{ms},h} \in V_{\text{ms},h} \) satisfying

\[
(2.10) \quad a_\Omega(u_{\text{ms},h},v_h) + \sum_{\tau \in T_h} A^\tau b_\tau(u_{\text{ms},h},v_h) = (f,v_h) \quad \text{for all } v_h \in V_{\text{ms},h}.
\]

At this stage we define a projection operator \( Q_{\text{ms},h} : H_0^1(\Omega) \to V_{\text{ms},h} \) so that

\[
(2.11) \quad (Q_{\text{ms},h}v, w) = (A^\tau\nabla Q_{\text{ms},h}v, \nabla w) = (A^\tau\nabla v, \nabla w) = \langle v, w \rangle \quad \text{for all } w \in V_{\text{ms},h}.
\]

We note that \( Q_{\text{ms},h}^2 = Q_{\text{ms},h} \) and that \( (Q_{\text{ms},h}v, w) = \langle v, Q_{\text{ms},h}w \rangle \) for all \( v, w \in H_0^1(\Omega) \).

Using this projection we have the identity \( u_{\text{ms},h} = Q_{\text{ms},h}u \).

**2.4. A Neumann series approximation of MsFEM basis functions.** MsFEM appropriately addresses the first problem described in the introduction. However, within the framework of Monte Carlo simulation, we want to solve \( u \) associated with a given realization of \( A \). Thus, for a large number of realizations which is common in Monte Carlo simulation, building up the statistics for \( u \) translates into many executions of Algorithm 1. In particular, we need to compute the multiscale basis functions for a given realization of \( A \). This can easily become very expensive due to the slow convergence of the Monte Carlo algorithm.

In a series of papers [15, 16, 17], a technique using truncated Neumann series was introduced for Lions’ nonoverlapping domain decomposition algorithm. In this section we propose that a similar idea is directly applicable for MsFEM and has the potential for an efficient and robust numerical procedure when applied to problems described in section 2. In this setting, the multiscale basis functions in MsFEM will be approximated by a truncated Neumann series. Using this representation, computation of the multiscale basis functions can be reduced to a one-time preprocessing effort.

We now describe the procedure in detail.

We let \( \Pi : H^1(\tau) \to H_0^1(\tau) \) be a projection onto \( H_0^1(\tau) \) so that

\[
a_{\tau}(\Pi v, w) = a_{\tau}(v, w) \quad \text{for all } v \in H_0^1(\tau).
\]

Notice that by letting \( \phi_{i,\tau} = \phi_{i,\tau} - (I - \Pi)g_{i,\tau} \in H_0^1(\tau) \), where \( I \) is the identity, and by using (2.7), we may write a variational formulation: seek \( \phi_{i,\tau} \in H_0^1(\tau) \) satisfying

\[
(2.11) \quad a_{\tau}(\phi_{i,\tau}, v) + A^\tau b_\tau(\phi_{i,\tau}, v) = a_{\tau}(\Pi g_{i,\tau} - g_{i,\tau}, v) + A^\tau b_\tau(\Pi g_{i,\tau} - g_{i,\tau}, v) = A^\tau b_\tau(\Pi g_{i,\tau}, v)
\]

for all \( v \in H_0^1(\tau) \), since \( \Delta g_{i,\tau} = 0 \) and \( a_{\tau}(\Pi g_{i,\tau} - g_{i,\tau}, v) = 0 \) for all \( v \in H_0^1(\tau) \). We write \( \phi_{i,\tau} = \phi_{i,\tau} + (I - \Pi)g_{i,\tau} \).
At this stage, we are in position to construct the Neumann series multiscale basis functions. To offer some motivation, we consider a linear algebra example associated with the variational formulation (2.11)

\[(S + A^\tau B)\Phi = A^\tau Bb,\]

which can be written as

\[(I + A^\tau S^{-1} B)\Phi = S^{-1} A^\tau Bb\]

if \(S\) has an inverse. Given a constant \(\lambda_\tau\), we multiply the last equation by \(2/(2 + A^\tau \lambda_\tau)\) and rewrite it appropriately as

\[\left(I + \frac{2A^\tau}{2 + A^\tau \lambda_\tau} \left(S^{-1} B - \frac{\lambda_\tau}{2} I\right)\right)\Phi = \frac{2A^\tau}{2 + A^\tau \lambda_\tau} S^{-1} Bb.\]

Under appropriate assumptions the solution can be written as a Neumann series,

\[\Phi = -\left(\sum_{p=0}^{\infty} \left(\frac{-2A^\tau}{2 + A^\tau \lambda_\tau}\right)^{p+1} \left(S^{-1} B - \frac{\lambda_\tau}{2} I\right)^p\right) S^{-1} Bb.\]

Our intention is to apply the linear algebra exercise in formulating the Neumann series multiscale basis functions within the variational formulation (2.11). We propose Algorithm 2.

**Algorithm 2 Neumann Series Multiscale Basis Functions**

Fix \(i, \tau\), and set a positive constant \(\lambda_\tau\).

Compute \(\overline{\phi}_{i, \tau}^{(1)} \in H^1_{0}(\tau)\) satisfying \(a_\tau(\overline{\phi}_{i, \tau}^{(1)}, v) = b_\tau(\Pi g_{i, \tau}, v)\) for every \(v \in H^1_{0}(\tau)\).

**for** \(p = 2\) to \(P\) **do**

Compute \(\overline{\phi}_{i, \tau}^{(p)} \in H^1_{0}(\tau)\) satisfying

\[a_\tau(\overline{\phi}_{i, \tau}^{(p)}, v) = b_\tau(\overline{\phi}_{i, \tau}^{(p-1)}, v) - \frac{\lambda_\tau}{2} a_\tau(\overline{\phi}_{i, \tau}^{(p-1)}, v)\]

for every \(v \in H^1_{0}(\tau)\).

**end for**

Let \(\overline{\phi}_{i, \tau} \in H^1_{0}(\tau)\) be expressed as

\[
\overline{\phi}_{i, \tau} = -\left[\sum_{p=1}^{P} \left(\frac{-2A^\tau}{2 + A^\tau \lambda_\tau}\right)^p \overline{\phi}_{p, \tau}^{(p)}\right] + (I - \Pi) g_{i, \tau}.
\]

Note that when \(\lambda_\tau = 0\), this procedure is similar to the one introduced in [15] for nonoverlapping domain decomposition. We will show later that a judicious choice of \(\lambda_\tau\) will guarantee convergence of the series for any \(A^\tau\) fulfilling \(-\delta_0 A_0, \tau \leq A^\tau \leq \delta_1 A_0, \tau\), where \(0 \leq \delta_0 < 1\) and \(\delta_1 \geq 1\). We also note that similar expansion has been introduced in [14]. Once this is in place, the corresponding multiscale finite dimensional space is defined as

\[\widetilde{V}_{ms,h} = \text{span}\{\overline{\phi}_{i, \tau} : i = 1, \ldots, d; \tau \in T_h\} \subset H^1_{0}(\Omega).\]
The MsFEM with truncated Neumann series solution is given by the following: find \( \tilde{u}_{\text{ms},h} \in \tilde{V}_{\text{ms},h} \) such that

\[
a_{\Omega}(\tilde{u}_{\text{ms},h}, v_h) + \sum_{\tau \in \mathcal{T}_h} A^\tau b_\tau(\tilde{u}_{\text{ms},h}, v_h) = (f, v_h) \quad \text{for all } v_h \in \tilde{V}_{\text{ms},h}.
\]

(2.14)

We may now modify Algorithm 1 to include the Neumann series approximation (see Algorithm 3).

**Algorithm 3 MsFEM with Truncated Neumann Series**

For every \( \tau \in \mathcal{T}_h \) and \( i = 1, \ldots, d \) call Algorithm 2 to get \( \left\{ \tilde{\phi}^{(p)}_{i,\tau}, i = 1, \ldots, d, \quad p = 1, \ldots, \mathcal{P} \right\} \).

Construct the multiscale basis functions \( \left\{ \tilde{\phi}_{i,\tau}, i = 1, \ldots, d \right\} \) for every \( \tau \in \mathcal{T}_h \) with

\[
\tilde{\phi}_{i,\tau} = - \sum_{p=1}^P \left( \frac{-2A^\tau}{2 + A^\tau \lambda_\tau} \right)^p \tilde{\phi}^{(p)}_{i,\tau} + (I - \Pi)g_{i,\tau}.
\]

Compute \( \tilde{u}_{\text{ms},h} \in \tilde{V}_{\text{ms},h} \) satisfying

\[
a_{\Omega}(\tilde{u}_{\text{ms},h}, v_h) + \sum_{\tau \in \mathcal{T}_h} A^\tau b_\tau(\tilde{u}_{\text{ms},h}, v_h) = (f, v_h) \quad \text{for all } v_h \in \tilde{V}_{\text{ms},h}.
\]

(2.15)

Again we define a projection operator \( \tilde{Q}_{\text{ms},h} : H^1_0(\Omega) \rightarrow \tilde{V}_{\text{ms},h} \) so that

\[
\langle \tilde{Q}_{\text{ms},h} v, w \rangle = \langle v, w \rangle \quad \text{for all } w \in \tilde{V}_{\text{ms},h}.
\]

We have the identity \( \tilde{u}_{\text{ms},h} = \tilde{Q}_{\text{ms},h} u \).

**2.5. Complexity.** Here we give a brief description of the amount of work required for the MsFEM Neumann series approximation. We think of the complexity in the framework of the Monte Carlo procedure, where \( N \) samples need to be computed.

We let \( |\mathcal{T}_h| \) be the number of coarse elements \( \tau \in \mathcal{T}_h \), \( n_\tau \) be the degrees of freedom on the subgrid of element \( \tau \) (for simplicity we assume the same number for all coarse elements), and \( n_\tau \) be the degrees of freedom on the coarse mesh \( \mathcal{T}_h \). Furthermore, we let \( \mathcal{L}(n) \) be the amount of work needed to compute the solution to one linear system with \( n \) unknowns.

We start by computing the work needed for matrix assembly from one coarse element \( \tau \). The coarse entries that need to be computed are \( a_{\tau}(\tilde{\phi}_{i,\tau}, \tilde{\phi}_{j,\tau}) \), \( b_{\tau}(\tilde{\phi}_{i,\tau}, \tilde{\phi}_{j,\tau}) \), and \( (f, \tilde{\phi}_{j,\tau}) \) for \( 1 \leq i, j \leq d \). In order to minimize the work it is crucial not to compute the basis functions \( \left\{ \tilde{\phi}_{i,\tau} \right\}_{i=1}^d \) first and then compute the products needed for the coarse scale computation. Instead we expand \( \tilde{\phi}_{i,\tau} \) in terms of \( \tilde{\phi}^{(p)}_{i,\tau} \) and \( (I - \Pi)g_{i,\tau} \) and compute terms of the form \( a_{\tau}(\tilde{\phi}^{(p)}_{i,\tau}, \tilde{\phi}^{(q)}_{j,\tau}) \), \( a_{\tau}(\tilde{\phi}^{(p)}_{i,\tau}, (I - \Pi)g_{j,\tau}) \), \( b_{\tau}(\tilde{\phi}^{(p)}_{i,\tau}, \tilde{\phi}^{(q)}_{j,\tau}) \), and so on for \( 1 \leq i, j \leq d \) and \( 1 \leq p, q \leq \mathcal{P} \). This way we avoid multiplying the random numbers \( A^\tau \) with vectors of size \( n_\tau \). Instead we multiply \( A^\tau \) with numbers.

The amount of work needed to compute \( \tilde{\phi}^{(p)}_{i,\tau} \) and \( \Pi g_{i,\tau} \) for all \( 1 \leq i \leq d \) and \( 1 \leq p \leq \mathcal{P} \) is of the order \( d \cdot \mathcal{P} \cdot \mathcal{L}(n_\tau) \). The amount of work needed to compute the products of type \( a_{\tau}(\tilde{\phi}^{(p)}_{i,\tau}, \tilde{\phi}^{(q)}_{j,\tau}) \) for all \( 1 \leq i, j \leq d \) and \( 1 \leq p, q \leq \mathcal{P} \) is of the order \( d^2 \cdot \mathcal{P}^2 \cdot \mathcal{L}(n_\tau) \).
Given the numbers $a_\tau(\hat{\phi}_{i,\tau}, \hat{\phi}_{j,\tau})$ and the corresponding numbers for $b_\tau(\cdot, \cdot)$ and $(f, \cdot)$ for all $1 \leq i, j \leq d$ and $1 \leq p, q \leq P$, we can assemble the matrices and vectors for all $N$ samples. This work will be proportional to $N \cdot d^2 \cdot P^3 \cdot C(A_\tau)$, where $C(A_\tau)$ is the amount of work needed to compute $(-2A_\tau^T/(2 + \lambda_\tau A_\tau))^{2P}$ (worst case) given a single realization $A_\tau$, i.e., it is proportional to $P$. If we do this for all coarse elements $\tau$ the work scales like $|T_h| \cdot N \cdot d^2 \cdot P^3$. Finally we need $N$ global solves on the coarse grid at the cost $N \cdot L(n_{\tau})$. In total we get

$$
(2.16) \quad |T_h| \cdot d \cdot P \cdot (L(n_\tau) + d \cdot P \cdot n_\tau) + N \cdot (|T_h| \cdot d^2 \cdot P^3 + L(n_\tau)).
$$

The constants we have neglected are independent of the other quantities in the calculation $d, P, n_\tau, n_{\tau}, |T_h|$, and $N$. For small values of $P$ (which is what we typically are interested in) and small values of $d$ (typically 3 or 4), we essentially get that the work is proportional to

$$
(2.17) \quad |T_h| \cdot L(n_\tau) + N \cdot L(n_{\tau})
$$

with some moderate-sized constant. Equation (2.17) should be compared to solving for all samples using MsFEM without truncation which would be

$$
(2.18) \quad N \cdot |T_h| \cdot L(n_\tau) + N \cdot L(n_{\tau}).
$$

Note that $N$ typically scales like one over the subgrid mesh size squared in order to balance the discretization error (proportional to the subgrid mesh size for energy norm estimates) and the statistical error (proportional to $N^{-1/2}$ according to the CLT) in a computation. (See [15, 16] for a more extensive discussion.) This means that $N$ typically needs to be very large if we want to get convergence for some statistical output quantity of interest.

### 2.6. Piecewise polynomial perturbation.

The method can easily be extended to piecewise polynomial perturbations. This makes it possible to consider continuous perturbations which can be more natural if $a$ is continuous in itself. We give a brief description of how the algorithm is modified when the perturbation is not piecewise constant.

On each element $\tau$ we assume that $A_\tau^T = \sum_{j=1}^m A_j^T \varphi_j$, where $\{\varphi_i\}_{i=1}^m$ is a partition of unity that forms a basis for polynomials of a certain degree on $\tau$. The standard MsFEM basis functions would then fulfill

$$
a_\tau(\hat{\phi}_{i,\tau}, v) + \sum_{j=1}^m A_j^T b_j^* (\hat{\phi}_{i,\tau}, v) = \sum_{j=1}^m A_j^T b_j^* (\Pi g_{i,\tau} - g_{i,\tau}, v),
$$

where $b_j^* (v, w) = (\varphi_j \nabla v, \nabla w)_{\tau}$. If, for simplicity, we let $\lambda_\tau = 0$ and study the equivalent linear algebra example, we get

$$
\Phi = \left( I + \sum_{j=1}^m A_j^T S^{-1} B_j \right)^{-1} \sum_{j=1}^m A_j^T S^{-1} B_j b = -\sum_{p=1}^\infty \left( -\sum_{j=1}^m A_j^T S^{-1} B_j \right)^p b.
$$
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This series can again be truncated (in \( p \)). The computational cost increases since we need to solve \( \mathcal{P} \cdot m^p + 1 \) systems on each element for each basis function initially, instead of \( \mathcal{P} + 1 \). This is because the number of terms in the highest power of the sum is \( m^p \), and for each term \( \mathcal{P} \) linear systems need to be solved. The addition 1 is in order to compute the projection \( \Pi g_{i,\tau} \). The entries in the lower powers \( p \) are given during the computation of the highest power \( \mathcal{P} \). It is clear that \( m \) and \( \mathcal{P} \) need to be fairly small numbers; otherwise, this procedure will be very costly. Given this formulation, an algorithm which is very similar to Algorithm 2 can be constructed.

### 2.7. Oversampling

One drawback of MsFEM is the error resulting from imposing an artificial boundary condition \( g_{i,\tau} \) when computing the multiscale basis function (2.7). This creates a discrepancy which in general can be quantified by the ratio of the physical scale to the coarse mesh size. An analysis of the linear MsFEM, which shows that the convergence depends on this ratio, has been done in [20]. Oversampling is a technique to overcome this drawback, in which the local problems (2.7) are solved in domains whose size is larger than \( \tau \). This procedure has been proposed and analyzed in [13] for linear MsFEM.

In the context of Neumann series approximation, oversampling yields a situation in which \( A^\tau \) is a piecewise constant function in the domain where the multiscale basis functions are computed. Ideally, this is taken into account by introducing more parameters in the local approximation of \( A^\tau \), one for each neighboring element, in the same fashion as in the section on nonpiecewise constant perturbation above. This technique has also been studied in [17]. A simpler approach is to approximate \( A^\tau \) by its value on the original coarse element \( \tau \). We intend to study these approaches in the future.

### 3. Error analysis

The aim of this error analysis is primarily to show the convergence of the Neumann series and to estimate the error introduced by truncating the Neumann series in the global MsFEM solution. Thus, the expectation from this analysis is to devise a way for controlling the error produced by the Neumann series approximation in terms of the method parameters. We start by proving that the Neumann series approximation of the multiscale basis functions converges on each coarse element \( \tau \). We first prove the following three technical lemmas.

**Lemma 3.1.** Let \( \tilde{\phi}_{i,\tau} \in H^1(\tau) \) be expressed as

\[
\tilde{\phi}_{i,\tau} = \sum_{p=1}^{\mathcal{P}} \left( \frac{-2A^\tau}{2 + A^\tau \lambda_{\tau}} \right)^p (I - \Pi) g_{i,\tau} + (I - \Pi) g_{i,\tau}.
\]

Then \( \tilde{\phi}_{i,\tau} \) satisfies

\[
a_{\tau} (\tilde{\phi}_{i,\tau} - (I - \Pi) g_{i,\tau}, v) + A^\tau b_{\tau} (\tilde{\phi}_{i,\tau} - (I - \Pi) g_{i,\tau}, v)
= -A^\tau \left( \frac{-2A^\tau}{2 + A^\tau \lambda_{\tau}} \right)^{p+1} a_{\tau} (\tilde{\phi}_{i,\tau}^{(p+1)}, v) + A^\tau b_{\tau} (\Pi g_{i,\tau}, v)
\]

for every \( v \in H^0_0(\tau) \).

**Proof.** In order to simplify the presentation, we let \( \gamma = -2A^\tau / (2 + A^\tau \lambda_{\tau}) \). Using (2.12), we interchange the bilinear form and the sum, and we use the recursive relation
in Algorithm 2 to get
\[ a_\tau(\tilde{\phi}_{i,\tau} - (I - \Pi)g_{i,\tau},v) + A^T b_\tau(\tilde{\phi}_{i,\tau} - (I - \Pi)g_{i,\tau},v) = -\sum_{p=1}^{P} \gamma^p \left( a_\tau(\tilde{\phi}_{i,\tau}^{(p)},v) + A^T a_\tau(\tilde{\phi}_{i,\tau}^{(p+1)},v) + \frac{A^\tau \lambda_\tau}{2} a_\tau(\tilde{\phi}_{i,\tau}^{(p)},v) \right) = -\sum_{p=1}^{P} (-A^\tau) \gamma^{p-1} a_\tau(\tilde{\phi}_{i,\tau}^{(p)},v) + A^\tau \gamma^p a_\tau(\tilde{\phi}_{i,\tau}^{(p+1)},v) = A^\tau a_\tau(\tilde{\phi}_{i,\tau}^{(1)},v) - A^\tau \gamma^p a_\tau(\tilde{\phi}_{i,\tau}^{(p+1)},v) \]

since \( 1 + \frac{A^\tau \lambda_\tau}{2} = -\frac{A^\tau}{\gamma} \). The lemma follows immediately by noting that \( a_\tau(\tilde{\phi}_{i,\tau}^{(1)},v) = b_\tau(\Pi g_{i,\tau},v) \).

**Lemma 3.2.** Let \( T : H^0_0(\tau) \rightarrow H^0_0(\tau) \) be an operator defined as
\[ a_\tau(Tv,w) = b_\tau(v,w) - \frac{\lambda_\tau}{2} a_\tau(v,w) \]
for every \( v, w \in H^0_0(\tau) \) and \( T^p = T \circ T \circ \cdots \circ T \) (i.e., \( p \)-times applications of \( T \)), with \( T^0 = I \). Let \( a_{0,\tau} \) and \( a_{1,\tau} \) be two positive constants such that \( a_{0,\tau} \leq a(x) \leq a_{1,\tau} \) for all \( x \in \tau \). Then
\[ \| T^p v \|_{a,\tau} \leq c_{a,\tau}^p \| v \|_{a,\tau} \]
for all \( v \in H^0_0(\tau) \), where
\[ c_{a,\tau} = \frac{1}{2a_{0,\tau}} - \frac{1}{2a_{1,\tau}} + \left| \frac{\lambda_\tau}{2} - \frac{1}{2a_{0,\tau}} - \frac{1}{2a_{1,\tau}} \right|. \]

**Proof.** We use the identity \( b_\tau(v,w) - \frac{\lambda_\tau}{2} a_\tau(v,w) = ((\frac{1}{a} - \frac{\lambda_\tau}{2}) a \nabla v, \nabla w)_\tau \) with the definition of \( T \) to get
\[ a_\tau(T^p v, T^p v) \leq \max_{a_{0,\tau} \leq a \leq a_{1,\tau}} \left| \frac{1}{a} - \frac{\lambda_\tau}{2} \right| \| T^{p-1} v \|_{a,\tau} \| T^p v \|_{a,\tau} \leq \left( \frac{1}{2a_{0,\tau}} - \frac{1}{2a_{1,\tau}} + \left| \frac{\lambda_\tau}{2} - \frac{1}{2a_{0,\tau}} - \frac{1}{2a_{1,\tau}} \right| \right) \| T^{p-1} v \|_{a,\tau} \| T^p v \|_{a,\tau} = c_{a,\tau} \| T^{p-1} v \|_{a,\tau} \| T^p v \|_{a,\tau}, \]
which we combine with the energy norm definition to get \( \| T^p v \|_{a,\tau} \leq c_{a,\tau}^p \| v \|_{a,\tau} \) for \( p = 1, 2, \ldots \).

**Lemma 3.3.** Define
\[ A_{a,\tau} = \begin{cases} (x,y) \in \mathbb{R}^2 : -a_{0,\tau} < x < \frac{a_{0,\tau}}{1 - a_{0,\tau} y} & \text{when } 0 \leq y \leq a_{0,\tau}^{-1}, \\ (x,y) \in \mathbb{R}^2 : x > -a_{0,\tau} & \text{when } a_{0,\tau}^{-1} \leq y \leq a_{0,\tau}^{-1} + a_{1,\tau}^{-1}, \\ (x,y) \in \mathbb{R}^2 : x > \frac{a_{1,\tau}}{1 - a_{1,\tau} y} & \text{when } y > a_{0,\tau}^{-1} + a_{1,\tau}^{-1}. \end{cases} \]
we then subtract the equation in Lemma 3.1 from (2.11) to get an error equation

\[ \| e \| \leq a \| e \| \leq |A^\tau| \left( \frac{2|A^\tau|}{2 + A^\tau \lambda \tau} \right)^P \| \tilde{p}(\phi_{i,\tau}^{(P+1)}) \| a,\tau \| e_{i,\tau} \| a,\tau \]

(3.3)

Continuity of \( a_\tau(\cdot, \cdot) \) and Lemma 3.2 give

\[ (1 - \delta_0) \| e_{i,\tau} \| a,\tau \leq |A^\tau| \left( \frac{2|A^\tau|}{2 + A^\tau \lambda \tau} \right)^P \| \tilde{p}(\phi_{i,\tau}^{(P+1)}) \| a,\tau \| e_{i,\tau} \| a,\tau \]

We note that \( \| \tilde{p}(\phi_{i,\tau}^{(P+1)}) \| a,\tau \leq \frac{1}{a_{i,\tau}} \| g_{i,\tau} \| a,\tau \), i.e.,

\[ \| e_{i,\tau} \| a,\tau \leq \frac{\delta_1}{1 - \delta_0} \left( \frac{2|A^\tau|c_{i,\tau}}{2 + A^\tau \lambda \tau} \right)^P \| g_{i,\tau} \| a,\tau \]

(3.4)

We now apply Lemma 3.3 to conclude that \( e_{i,\tau} \rightarrow 0 \) when \( P \rightarrow \infty \). We note that because \( e_{i,\tau} \in H^1_0(\tau) \), Poincaré–Friedrich inequality guarantees the equivalence of the seminorm \( \| \cdot \| a,\tau \) and the norm \( \| \cdot \| H^1(\tau) \). \( \Box \)

We now turn to the global solution. We show that \( \tilde{u}_{ms,h} \) converges to \( u_{ms,h} \) as \( P \rightarrow \infty \), and we also compute a rate for this convergence. We start with a lemma.
Lemma 3.5. Let \((A^*, \lambda_*) \in A_{\lambda, \tau}\), and assume that there exist constants \(0 \leq \delta_0 < 1\) and \(\delta_1 \geq 1\) such that \(-\delta_0 \alpha_0, \tau \leq A^* \leq \delta_1 \alpha_0, \tau\). Then

\[
\|(I - \tilde{Q}_{ms,h})Q_{ms,h}u\| + \|Q_{ms,h}\tilde{Q}_{ms,h}u\| \leq \frac{1 + \delta_1}{1 - \delta_0} \left( \epsilon^P + \frac{\epsilon^P}{1 - \epsilon^P} \right) \|u\|,
\]

where \(\epsilon = \max_{\tau \in \mathcal{T}_h} 2^{2A^*/|A_{\lambda, \tau}|} < 1\).

Proof. Since \(Q_{ms,h}u \in V_{ms,h}\) and \(\tilde{Q}_{ms,h}u \in \tilde{V}_{ms,h}\), we write

\[
Q_{ms,h}u = \sum_{\tau \in \mathcal{T}_h} \sum_{i=1}^{d} \alpha_{i, \tau} \phi_{i, \tau} \quad \text{and} \quad \tilde{Q}_{ms,h}u = \sum_{\tau \in \mathcal{T}_h} \sum_{i=1}^{d} \beta_{i, \tau} \phi_{i, \tau}
\]

for some coefficients \(\alpha_{i, \tau}\)'s and \(\beta_{i, \tau}\)'s. Using these coefficients, we define

\[
\tilde{w} = \sum_{\tau \in \mathcal{T}_h} \sum_{i=1}^{d} \alpha_{i, \tau} \phi_{i, \tau} \quad \text{and} \quad w = \sum_{\tau \in \mathcal{T}_h} \sum_{i=1}^{d} \beta_{i, \tau} \phi_{i, \tau}.
\]

We note that by using (2.12) and Theorem 3.4 and by denoting \(\gamma = \frac{-2A^*}{2 + A^*/\lambda_\tau}\),

\[
\phi_{i, \tau} - \tilde{\phi}_{i, \tau} = \sum_{p=P+1}^{\infty} \gamma^p T^p \tilde{\phi}^{(1)}_{i, \tau} = (\gamma T)^P \sum_{p=1}^{\infty} \gamma^p T^p \tilde{\phi}^{(1)}_{i, \tau} = (\gamma T)^P (\phi_{i, \tau} - (I - \Pi)g_{i, \tau}).
\]

With all these identities and setting \(z_{\tau} = \sum_{i=1}^{d} \alpha_{i, \tau} (\phi_{i, \tau} - (I - \Pi)g_{i, \tau}) \in H_0^1(\tau)\), we write

\[
(Q_{ms,h}u - \tilde{w})|_{\tau} = \sum_{i=1}^{d} \alpha_{i, \tau} (\phi_{i, \tau} - \tilde{\phi}_{i, \tau}) = -(\gamma T)^P z_{\tau},
\]

(3.6)

\[
(\tilde{Q}_{ms,h}u - w)|_{\tau} = \sum_{i=1}^{d} \beta_{i, \tau} (\tilde{\phi}_{i, \tau} - \phi_{i, \tau}) = (\gamma T)^P \left( w|_{\tau} - \sum_{i=1}^{d} \beta_{i, \tau} (I - \Pi)g_{i, \tau} \right).
\]

(3.7)

We first bound \((Q_{ms,h}u - \tilde{w})\) and \((\tilde{Q}_{ms,h}u - w)\). Using (3.6) and applying the Cauchy–Schwarz inequality and Lemma 3.2 gives

\[
|||Q_{ms,h}u - \tilde{w}|||^2 = \left( \mathcal{A} \nabla (Q_{ms,h}u - \tilde{w}), \nabla (Q_{ms,h}u - \tilde{w}) \right)_{\tau}
\]

\[
= - \left( \mathcal{A} \nabla ((\gamma T)^P z_{\tau}), \nabla (Q_{ms,h}u - \tilde{w}) \right)_{\tau}
\]

\[
\leq \|\|\|\|\left(\gamma T)^P z_{\tau}\|\|\|\|\|Q_{ms,h}u - \tilde{w}\|\|\|\|\|_{\tau}
\]

\[
\leq \left(1 + \delta_1\right) \|\|\gamma^P \|\|T^P z_{\tau}\|\|a, \tau\|\|Q_{ms,h}u - \tilde{w}\|\|\|\|_{\tau}
\]

\[
\leq \left(1 + \delta_1\right) \|\|\gamma^P c^P_{\lambda, \tau}\|\|z_{\tau}\|\|a, \tau\|\|Q_{ms,h}u - \tilde{w}\|\|\|\|_{\tau},
\]

from which we get \(|||Q_{ms,h}u - \tilde{w}|||_{\tau} \leq \left(1 + \delta_1\right) \|\|\gamma^P c^P_{\lambda, \tau}\|\|z_{\tau}\|\|a, \tau\|\|Q_{ms,h}u - \tilde{w}\|\|\|_{\tau}.
\]

Moreover,

\[
\|z\|_{a, \tau}^2 = \sum_{i=1}^{d} \alpha_{i, \tau} a_{\tau} (\phi_{i, \tau} - (I - \Pi)g_{i, \tau}, z) = a_{\tau} (Q_{ms,h}u, z) \leq \frac{1}{1 - \delta_0} \|\|Q_{ms,h}u\|\|\|\|z\|\|a, \tau\|,
\]
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where we have used $a_r(g_{i,\tau} - \Pi g_{i,\tau} , z) = 0$. We apply these to get the estimate

$$
|||Q_{ms,h} u - \bar{w}||| \leq \frac{1 + \delta_1}{1 - \delta_0} \sum_{r \in T_h} c_{\lambda,\tau}^P |\gamma|^P |||Q_{ms,h} u|||_\tau \leq \frac{1 + \delta_1}{1 - \delta_0} \epsilon^P |||u|||,
$$

where we have also used $|||Q_{ms,h} u||| \leq |||u|||$ and the definition of $\epsilon$ in the statement of the lemma. Next, we take the norm of (3.7), apply Lemma 3.2, and add and subtract $Q_{ms,h} u$, to get

$$
||\tilde{Q}_{ms,h} u - w||_{a,\tau} \leq |\gamma|^P c_{\lambda,\tau}^P \left( ||\tilde{Q}_{ms,h} u - \sum_{i=1}^d \beta_{i,\tau}(I - \Pi) g_{i,\tau}||_{a,\tau} + ||\tilde{Q}_{ms,h} u - w||_{a,\tau} \right).
$$

Since $|\gamma|^P c_{\lambda,\tau}^P < 1$, we can collect the second term on the right side to the left side of this last inequality. Moreover, using a similar argument for deriving the estimate of $z_{\tau}$, we deduce that $||\tilde{Q}_{ms,h} u - \sum_{i=1}^d \beta_{i,\tau}(I - \Pi) g_{i,\tau}||_{a,\tau} \leq ||\tilde{Q}_{ms,h} u||_{a,\tau}$. We get

$$
||\tilde{Q}_{ms,h} u - w||_{a,\tau} \leq \frac{|\gamma|^P c_{\lambda,\tau}^P}{1 - |\gamma|^P c_{\lambda,\tau}^P} ||\tilde{Q}_{ms,h} u||_{a,\tau},
$$

which in turn yields

$$
|||\tilde{Q}_{ms,h} u - w||| \leq \frac{1 + \delta_1}{1 - \delta_0} \frac{\epsilon^P}{1 - \epsilon^P} |||\tilde{Q}_{ms,h} u||| \leq \frac{1 + \delta_1}{1 - \delta_0} \frac{\epsilon^P}{1 - \epsilon^P} |||u|||.
$$

Finally, since both $Q_{ms,h}$ and $\tilde{Q}_{ms,h}$ are projections, we have

$$
|||Q_{ms,h} u - w||| + |||(I - Q_{ms,h})\tilde{Q}_{ms,h} u||| \leq |||Q_{ms,h} u - \bar{w}||| + |||\tilde{Q}_{ms,h} u - w|||.
$$

The conclusion of the lemma follows immediately by applying (3.8) and (3.10) to this last inequality.

We are now ready to present the main result of the analysis.

**THEOREM 3.6.** Let $u \in H^1_0(\Omega)$ be the solution of (1.1), $u_{ms,h} \in V_{ms,h}$ be the solution of (2.9), and $\bar{u}_{ms,h} \in \bar{V}_{ms,h}$ be the solution of (2.14). Then

$$
|||u_{ms,h} - \bar{u}_{ms,h}||| \leq \left( \frac{1 + \delta_1}{1 - \delta_0} \right)^{1/2} \left( \epsilon^P + \frac{\epsilon^P}{1 - \epsilon^P} \right)^{1/2} |||u|||,
$$

where $\epsilon = \max_{\tau \in T_h} \frac{\|A\|_{\tau}}{2 + \|A\|_{\tau}}$.

**Proof.** By definition,

$$
|||u_{ms,h} - \bar{u}_{ms,h}|||^2 = \langle Q_{ms,h} u - \tilde{Q}_{ms,h} u, Q_{ms,h} u - \tilde{Q}_{ms,h} u \rangle = \langle Q_{ms,h} u - \tilde{Q}_{ms,h} u, Q_{ms,h} u - \tilde{Q}_{ms,h} u \rangle - \langle Q_{ms,h} u - \tilde{Q}_{ms,h} u, \tilde{Q}_{ms,h} u \rangle = I_1 - I_2.
$$
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Using the definition of the projections $Q_{ms, h}$ and $\tilde{Q}_{ms, h}$ we write

\[ I_1 = \langle Q_{ms, h}Q_{ms, h}u - Q_{ms, h}\tilde{Q}_{ms, h}u, u \rangle = \langle Q_{ms, h}u - Q_{ms, h}\tilde{Q}_{ms, h}u, u \rangle, \]
\[ I_2 = \langle \tilde{Q}_{ms, h}Q_{ms, h}u - Q_{ms, h}\tilde{Q}_{ms, h}u, u \rangle = \langle Q_{ms, h}Q_{ms, h}u - \tilde{Q}_{ms, h}u, u \rangle. \]

Rearranging these identities and applying the Cauchy–Schwarz inequality, we get

\[ I_1 - I_2 = (Q_{ms, h}u - \tilde{Q}_{ms, h}Q_{ms, h}u, u) + (\tilde{Q}_{ms, h}u - Q_{ms, h}\tilde{Q}_{ms, h}u, u) \]
\[ \leq (|||I - \tilde{Q}_{ms, h}Q_{ms, h}u||| + |||I - Q_{ms, h}\tilde{Q}_{ms, h}u|||)||u|| \]
\[ \leq 1 + \frac{\delta_1}{1 - \delta_0} \left( \epsilon^p + \frac{\epsilon^p}{1 - \epsilon^p} \right) ||u||^2, \]

where we use Lemma 3.5 in the last step. This concludes the proof. \qed

**Corollary 3.7.** The solution to the modified system $\tilde{u}_{ms, h}$ converges to $u_{ms, h}$ as $P \to \infty$ if $(A^\tau, \lambda^\tau) \in A_{\lambda, \tau}$.

**Proof.** This follows immediately from Theorem 3.6 since $\epsilon < 1$. \qed

We emphasize here that Theorem 3.6 shows the robustness of the Neumann series multiscale basis functions within the framework of MsFEM. This has been accomplished by comparing the usual MsFEM solution with the MsFEM solution using this truncated series. The comparison results in bounding the difference between the two solutions in terms of known constants which can also be made arbitrarily small by choosing sufficiently large $P$, i.e., more terms in the series.

Having said this, the fact remains that the MsFEM solution has its own error as compared to the true solution of the original problem (1.1). Several attempts have been made to derive errors in the MsFEM solution. (See [12, 19, 20] for details.) It suffices to say that most of the analyses apply homogenization techniques which restrict the elliptic coefficient to periodic functions. Nevertheless, MsFEM has been tested extensively during the last decade and has been shown to perform well for many applications. (See, for example, [9, 10, 11, 22].) Below we present a theorem where we bound the total error in terms of the error in the standard MsFEM solution and in the error committed by using the truncated Neumann series.

**Theorem 3.8.** Let $u \in H^1_0(\Omega)$ be the solution of (1.1), $u_{ms, h} \in V_{ms, h}$ be the solution of (2.9), and $\tilde{u}_{ms, h} \in \tilde{V}_{ms, h}$ be the solution of (2.14). Then

\[ |||u - \tilde{Q}_{ms, h}u||| \leq C_1(\beta) \frac{1 + \delta_1}{1 - \delta_0} \left( \epsilon^p + \frac{\epsilon^p}{1 - \epsilon^p} \right) ||u|| + C_2(\beta)||u - Q_{ms, h}u||, \]

where $\epsilon = \max_{\tau \in T_h} \frac{2(2A^\tau e_{\lambda, \tau})}{2A^\tau + \epsilon}$, $C_1(\beta) = \left( \frac{2}{\beta(2 - \beta)} \right)^{1/2}$, $C_2(\beta) = \left( 1 + \left( \frac{\beta}{2 - \beta} \right)^{1/2} \right)$, and $0 < \beta < 2$ is arbitrary.

**Proof.** We use the triangle inequality to get

\[ |||u - \tilde{Q}_{ms, h}u||| \leq |||u - Q_{ms, h}u||| + |||Q_{ms, h}u - \tilde{Q}_{ms, h}u|||. \]

We refine the analysis from Theorem 3.6 as follows. Consider $I_1$ and $I_2$ in the proof of
Theorem 3.6 and estimate using the Cauchy–Sshwarz inequality, and \(|ab| \leq \frac{\beta}{2} |a|^2 + \frac{1}{2\beta} |b|^2|

(3.14)

\[ I_1 - I_2 = \langle (I - Q_{ms,h})Q_{ms,h}u, (I - Q_{ms,h})u \rangle + \langle (I - Q_{ms,h})Q_{ms,h}u, (I - Q_{ms,h})u \rangle \]
\[ \leq \|Q_{ms,h}Q_{ms,h}u\| \|u - Q_{ms,h}u\| + \|Q_{ms,h}Q_{ms,h}u\| \|u - Q_{ms,h}u\| \]
\[ \leq \left( \|Q_{ms,h}Q_{ms,h}u\| + \|Q_{ms,h}Q_{ms,h}u\| \right)^2 + \frac{\beta}{2} \|u - Q_{ms,h}u\|^2 \]
\[ + \frac{1}{2\beta} \|Q_{ms,h}Q_{ms,h}u\|^2 + \frac{\beta}{2} \|Q_{ms,h}u - Q_{ms,h}u\|^2 \]

for any \(0 < \beta < 2\). Because \(\|Q_{ms,h}u - Q_{ms,h}u\|^2 = I_1 - I_2\), we subtract \(\frac{\beta}{2} \|Q_{ms,h}u - Q_{ms,h}u\|^2\) from both sides, divide with \((1 - \frac{\beta}{2})\), take square roots, and use \(\sqrt{|x|^2 + |y|^2} \leq |x| + |y|\) to get

(3.15)

\[ \|Q_{ms,h}u - Q_{ms,h}u\| \leq C_1(\beta) \left( \|Q_{ms,h}Q_{ms,h}u\| + \|Q_{ms,h}Q_{ms,h}u\| \right) + C_2(\beta) \|Q_{ms,h}Q_{ms,h}u\|. \]

We combine (3.13) and (3.15) and use Lemma 3.5 to get the desired result.

Remark 3.1. For simplicity we have considered \(P\) to be a fixed number. It can easily be chosen differently on different coarse elements \(\tau\) based on the local size of \(a_{1,\tau}/a_{0,\tau}\). This will not affect the results in the analysis, but it will make the presentation more cumbersome.

Remark 3.2. When comparing Theorems 3.6 and 3.8, it appears that the order in terms of \(\epsilon\) differs. The trick from (3.14) could be used in the proof of Theorem 3.6 as well, leading to terms of the form \(\|u - Q_{ms}u\|^2\) instead of \(\|u\|\). But since we have no assumption on the quality of the standard MsFEM solution \(Q_{ms}u\) and no possibility to find a similar term in that left-hand side to subtract against we have decided to leave it out. This means that if \(Q_{ms}u\) is close to \(u\), the bound in Theorem 3.6 might be too pessimistic.

Remark 3.3. The convergence of the method suffers clearly when \(\epsilon\) gets close to 1, i.e., when the perturbations are large compared to the underlying deterministic function \(a(x)\). This means that the method works best if the randomness is a perturbation around some mean. In practice this corresponds to a situation where we have a fairly good understanding of the main features of the diffusion coefficient \(a(x)\) but the data are associated with measurement errors. If the measurements are very sparse and the coefficients in the computation are basically given as realizations of some stochastic model, this will not be achieved and the convergence will be slow.

4. Numerical examples. We present several numerical experiments which illustrate the theoretical investigations described in the previous sections. Our examples are mainly used to study the convergence of the Neumann series in MsFEM.

4.1. Convergence of the Neumann series multiscale basis functions. Figure 4.1 shows two deterministic elliptic coefficients \(a(x)\) that we use to test the
Fig. 4.1. Two deterministic elliptic coefficients for testing the Neumann multiscale basis function: periodic (left) and channelized (right).

Fig. 4.2. Convergence of the Neumann series multiscale basis function against $\lambda_T$ (with fixed $A_T = 2$) for a periodic coefficient: $P = 4$ (middle) and $P = 9$ (right).

As described in the proof of Theorem 3.4, the error associated with the Neumann series approximation of the multiscale basis functions is bounded by $\frac{I(A_T, \lambda_T)}{P}$, where $I(A_T, \lambda_T) = 2|A_T|/\|2 + A_T\lambda_T\|$. One way to attempt to numerically observe the dependency of $\lambda_T$ is to fix $A_T$ and vary $\lambda_T$ accordingly.

We note that the deterministic periodic coefficient has $1/a_{0, T} + 1/a_{1, T} \approx 3.9$, so by consulting Lemma 3.3, we fix $A_T = 2$ and vary $\lambda_T \geq 3.9$. The left plot of Figure 4.2 shows the values of $I(2, \lambda_T)$. The middle and right plots show the error as a function of $I(2, \lambda_T)$ for $P = 4$ and $P = 9$, respectively, in log-scale. A linear regression done for these data reveals that the slopes are 4.8 and 10.7. This confirms the theoretical convergence in Theorem 3.4. Figure 4.3 shows a similar assessment for a deterministic channelized coefficient. Here $1/a_{0, T} + 1/a_{1, T} \approx 4.1$, so we fix $A_T = 1$ and vary $\lambda_T \geq 4.1$.

Figures 4.4 and 4.5 show the error of the Neumann series multiscale basis function in the energy norm, plotted against $I(A_T, \lambda_T)$ for various number of terms $P$. Each of these figures uses the periodic and channelized coefficients, respectively. Here we have used $A_T$’s which correspond to 20–30% of the average values for the heterogeneous
4.2. Convergence of MsFEM solutions using Neumann series basis functions. In this subsection we present a numerical experiment to show convergence of MsFEM using the Neumann series basis functions. Here we compare $u_h$ (MsFEM solution using the usual multiscale basis functions) and $\tilde{u}_h$ (MsFEM solution using the Neumann series basis functions). We solve the elliptic problem deterministic coefficients. All plots are in logarithmic scale, and the slopes in each of them are obtained by linear regression of the data involved. Again, the slopes in these figures confirm the theoretical finding in Theorem 3.4.
Fig. 4.6. Behavior of the error of the MsFEM solution using the Neumann series multiscale basis function with respect to $\epsilon$ for periodic (left) and channelized (right) deterministic elliptic coefficients.
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Fig. 4.7. Profile of the MsFEM solutions with Neumann series multiscale basis functions for periodic (top) and channelized (bottom) deterministic coefficients.

$$-\nabla \cdot ((a(x) + A(x))\nabla u) = 1 \text{ in } [0, 1] \times [0, 1],$$

where the deterministic coefficient $a(x)$ is as in Figure 4.1. The domain is discretized into $10 \times 10$ coarse elements, while each coarse element is discretized into $12 \times 12$ smaller finite elements aimed for solving the multiscale basis functions. A fixed number of terms $P$ is used for all coarse elements and for all nodal multiscale basis functions associated with these elements. Figure 4.6 shows the convergence for the two deterministic coefficients. We use $P = 4$ for this example. The asymptotic slopes for both results are 5.3 and 5.5, respectively.

Figure 4.7 shows a comparison of the MsFEM solutions for several numbers of terms in the Neumann series, using periodic and channelized deterministic coefficients. The averages of $a(x)$ in the coarse elements range from 0.44869 to 181.359 for the periodic coefficient and from 4.39 to 1114.02 for the channelized coefficient. Perturbation in each element is 30% of its average for the periodic coefficient and 50% of its average for the channelized coefficient. The plots indicated by “Reference” are the MsFEM solutions using the usual multiscale basis functions. We can see that as we add more terms in the series, the approximate solutions do converge to the reference solutions.
5. Conclusion. In this paper, we have proposed an efficient procedure for solving multiscale elliptic problems with randomly perturbed coefficients. The theoretical perspective that we offer confirms that the Neumann series approach for computing the multiscale basis functions in MsFEM converges geometrically with respect to the number of terms in the series. Similarly, the MsFEM solution computed using these Neumann series converges to the MsFEM solution computed using the usual multiscale basis functions. The complexity of the method when solving $N$ samples of the data is proportional to using standard MsFEM on a single sample plus solving $N$ linear systems of equations on the coarse scale.

We wish to investigate a number of open problems in the future. As mentioned in section 2, an interesting extension to this method is to use the oversampling in computing the multiscale basis functions. Moreover, we would like to apply the method to several applications, e.g., in oil reservoir simulation. One idea is to quantify uncertainty in the carbon production due to the randomness of the measured data of the reservoir’s permeability. This would be done within the Monte Carlo framework, and we aim at including statistical errors for a given output quantity in the analysis.

Appendix. We present the proof of Lemma 3.3.

Proof. Let $I(A^\tau, \lambda^\tau) = \frac{2a_{0,\tau}}{2 + a_{0,\tau}}$. The basic assumptions are $A^\tau > -a_{0,\tau}$ and $\lambda^\tau > 0$. In accordance with the way $A_{\lambda,\tau}$ is defined, we split the proof into three parts:

Case $\lambda^\tau < a_{0,\tau}^{-1}$: Observe that

\[
(5.1) \quad \frac{1}{a_{0,\tau}} - \frac{1}{a_{1,\tau}} + \left| \lambda^\tau - \frac{1}{a_{0,\tau}} - \frac{1}{a_{1,\tau}} \right| = \frac{2}{a_{0,\tau}} - \lambda^\tau \quad \text{and} \quad |2 + A^\tau \lambda^\tau| = 2 + A^\tau \lambda^\tau.
\]

For $-a_{0,\tau} \leq A^\tau < 0$, we have

\[
I(A^\tau, \lambda^\tau) = \frac{(2a_{0,\tau}^{-1} - \lambda^\tau)A^\tau}{2 + \lambda^\tau A^\tau} = \frac{2 - \lambda^\tau a_{0,\tau}}{2 - \lambda^\tau |A^\tau|} \frac{|A^\tau|}{a_{0,\tau}} < 1.
\]

Furthermore, $I(A^\tau, \lambda^\tau) < 1$ for $A^\tau \geq 0$ only if $(2a_{0,\tau}^{-1} - \lambda^\tau)A^\tau < 2 + \lambda^\tau A^\tau$. In other words, $A^\tau < \frac{2a_{0,\tau}^{-1}}{1 - a_{0,\tau}^{-1} \lambda^\tau}$.

Case $a_{0,\tau}^{-1} \leq \lambda^\tau \leq a_{0,\tau}^{-1} + a_{1,\tau}^{-1}$: Notice that (5.1) are still valid. This means $I(A^\tau, \lambda^\tau) < 1$ only if $(2a_{0,\tau}^{-1} - \lambda^\tau)|A^\tau| < 2 + \lambda^\tau |A^\tau|$ or $(a_{0,\tau}^{-1} - \lambda^\tau)|A^\tau| < 1$. But this is true for any $\lambda^\tau \geq a_{0,\tau}^{-1}$.

Case $\lambda^\tau > a_{0,\tau}^{-1} + a_{1,\tau}^{-1}$: Now we have

\[
\frac{1}{a_{0,\tau}} - \frac{1}{a_{1,\tau}} + \left| \lambda^\tau - \frac{1}{a_{0,\tau}} - \frac{1}{a_{1,\tau}} \right| = \lambda^\tau - \frac{2}{a_{1,\tau}}.
\]

If $A^\tau \geq 0$, we get

\[
I(A^\tau, \lambda^\tau) = \frac{(\lambda^\tau - 2a_{1,\tau}^{-1})A^\tau}{2 + \lambda^\tau A^\tau} \leq \frac{\lambda^\tau - 2a_{1,\tau}^{-1}}{\lambda^\tau} = \frac{\lambda^\tau a_{1,\tau} - 2}{\lambda^\tau a_{1,\tau}} < 1.
\]

On the other hand, when $-a_{0,\tau} < A^\tau < 0$, we get

\[
I(A^\tau, \lambda^\tau) = \frac{(\lambda^\tau - 2a_{1,\tau}^{-1})|A^\tau|}{2 - \lambda^\tau |A^\tau|},
\]

and thus $I(A^\tau, \lambda^\tau) < 1$ only if $(2\lambda^\tau - 2a_{1,\tau}^{-1})|A^\tau| < 2$, which gives $A^\tau > \frac{a_{1,\tau}}{1 - a_{1,\tau} \lambda^\tau}$. This completes the proof. \(\square\)
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