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Abstract. In this study we compile and present results from the factor analysis of 43 Aerosol Mass Spectrometer (AMS) datasets (27 of the datasets are reanalyzed in this work). The components from all sites, when taken together, provide a holistic overview of Northern Hemisphere organic aerosol (OA) and its evolution in the atmosphere. At most sites, the OA can be separated into oxygenated OA (OOA), hydrocarbon-like OA (HOA), and sometimes other components such as biomass burning OA (BBOA). We focus on the OOA components in this work. In many analyses, the OOA can be further deconvolved into low-volatility OOA (LV-OOA) and semi-volatile OOA (SV-OOA). Differences in the mass spectra of these components are characterized in terms of the two main ions m/z 44 (CO$_2^+$) and m/z 43 (mostly C$_2$H$_3$O$^+$), which are used to develop a new mass spectral diagnostic for following the aging of OA components in the atmosphere. The LV-OOA component spectra have higher $f_{44}$ (ratio of m/z 44 to total signal in the component mass spectrum) and lower $f_{43}$ (ratio of m/z 43 to total signal in the component mass spectrum) than SV-OOA. A wide range of $f_{44}$ and O:C ratios are observed for both LV-OOA (0.17±0.04, 0.73±0.14) and SV-OOA (0.07±0.04, 0.35±0.14) components, reflecting the fact that there is a continuum of OOA properties in ambient aerosol. The OOA components (OOA, LV-OOA, and SV-OOA) from all sites cluster within a well-defined triangular region in the $f_{44}$ vs. $f_{43}$ space, which can be used as a standardized means for comparing and characterizing any OOA components (laboratory or ambient) observed with the AMS. Examination of the OOA components in this triangular space indicates that OOA component spectra become increasingly similar to each other and to fulvic acid and HULIS sample spectra as $f_{44}$ increases. This indicates that ambient OA converges towards highly aged LV-OOA with atmospheric oxidation. The common features of the transformation between SV-OOA and LV-OOA at multiple sites potentially enable a simplified description of the oxidation of OA in the atmosphere. Comparison of laboratory SOA data with ambient OOA indicates
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that laboratory SOA are more similar to SV-OOA and rarely become as oxidized as ambient LV-OOA, likely due to the higher loadings employed in the experiments and/or limited oxidant exposure in most chamber experiments.

1 Introduction

Organic aerosols (OA) constitute a substantial fraction (20-90%) of submicron aerosols worldwide and a full understanding of their sources, atmospheric processing, and properties is important to assess their impacts on climate, human health, and visibility (Kanakidou et al., 2005; Zhang et al., 2007; Kroll and Seinfeld, 2008; Hallquist et al., 2009). The Aerodyne AMS provides quantitative data on inorganic and organic aerosol species in submicron non-refractory aerosol particles with high-time resolution. In recent years, several techniques have been employed to deconvolve the mass spectra of the organic aerosols acquired with the AMS including custom principal component analysis (CPCA) (Zhang et al., 2005a), multiple component analysis (MCA) (Zhang et al., 2007), hierarchical cluster analysis (Marcolli et al., 2006), positive matrix factorization (PMF) (Paatero and Tapper, 1994; Paatero 1997; Lanz et al., 2007; Nemitz et al., 2008; Aiken et al., 2008; Aiken et al., 2009b; Ulbrich et al., 2009), and the Multilinear Engine (ME-2) (Lanz et al., 2008).

Multivariate analysis by Zhang et al. (2007) showed that OA at multiple sites can be described by two main components: hydrocarbon-like organic aerosol (HOA) and oxygenated organic aerosol (OOA). Biomass burning OA (BBOA) and other local primary sources have also been observed (Jimenez et al., 2009). OOA accounts for a large fraction (72±21%) of the total organic mass at many locations (Zhang et al., 2007; Jimenez et al., 2009). Studies from multiple locations show that the HOA component correlates well with primary tracers such as CO and NOx (e.g. Zhang et al., 2005b; Lanz et al., 2007; Aiken et al., 2009b; Ulbrich et al., 2009) and can be considered as a surrogate of combustion primary organic matter (POA). BBOA correlates with acetone, levoglucosan, and potassium, and can be considered a surrogate of BB POA (Aiken et al., 2009a, b). The OOA component has been shown to be a good surrogate of secondary OA (SOA) in multiple studies, correlating well with secondary species such as O3 and O4 (de Gouw et al., 2005; Zhang et al., 2005a, b, 2007; Volkamer et al., 2006; Lanz et al., 2007; Herron et al., 2008).

In many analyses, two types of OOA have been identified. The two broad subtypes differ in volatility and degree of oxidation (Jimenez et al., 2009), as indicated by the ratio of m/z 44 to total signal in the component mass spectrum (f44). The more oxidized component (higher f44) has previously been referred to as OOA-1 while the less oxidized component (lower f44) has previously been referred to as OOA-2 (Lanz et al., 2007; Aiken et al., 2008, 2009b; Nemitz et al., 2008; Ulbrich et al., 2009). In those studies the OOA-1 represented the more oxidized, aged aerosols and the OOA-2 represented the less oxidized, fresher secondary organic species. Temporal correlations with sulfate and nitrate (Lanz et al., 2007; Ulbrich et al., 2009) as well as direct volatility measurements (Huffman et al., 2009) in those studies further showed that OOA-1 is less volatile than OOA-2. Since the OOA-1 and OOA-2 terminology does not convey the known physiochemical properties of these OOA subcomponents, in the following discussion we will refer to these subcomponents as low-volatility OOA (LV-OOA) and semi-volatile OOA (SV-OOA), respectively. It is important to note that the assignment of LV-OOA and SV-OOA to the components identified at each site is not absolute, meaning that the LV-OOA at one site does not have the same composition as in another site. This is an expected result since factor analysis has been applied separately to each site. Thus here the terminology for the OOA subtypes is relative for each site (i.e., at each site the component with a higher f44 is referred to as LV-OOA and the component with a lower f44 is referred to as SV-OOA regardless of the absolute values of f44).

An absolute volatility scale for LV-OOA and SV-OOA is being investigated (e.g. Faulhaber et al., 2009; Cappa et al., 2009) but requires a better understanding of the volatility measurements of ambient aerosols (e.g., with thermodenuders).

The goal of this study is to compare and contrast the OOA components identified in multiple field studies in order to better characterize the sources and evolution of OA in the atmosphere. We present results from the factor analysis of 43 AMS datasets. 27 of the datasets, which encompass a majority of the sites in Zhang et al. (2007), are reanalyzed as part of this work. We focus mainly on the OOA component and the reanalysis allows for further deconvolution of the total OOA component reported by Zhang et al. (2007) into LV-OOA and SV-OOA components. The OA components resulting from this work were used by Jimenez et al. (2009) to form the basis of a modeling framework that links oxidation and volatility to capture the evolution of OA in the atmosphere. In this manuscript we combine the factor analysis results from the ambient datasets together to obtain a holistic view of how the AMS ambient component mass spectra change across environments with different sources and aerosol processes. The common features of the component spectra are used to develop a new mass spectral diagnostic for following the atmospheric aging of OA components in the atmosphere. Finally, since the AMS has been employed in many laboratory experiments over the years, a series of chamber data (both published and unpublished) are also integrated and compared to the ambient data. Chamber data provide the basis for simulating SOA formation in the atmosphere. Hence, it is important to evaluate whether the results from chamber experiments are representative of the atmosphere; similarities and differences between ambient OOA and laboratory SOA are examined and discussed.
2 Method

The organic aerosol data have been obtained with the Aerodyne quadrupole mass aerosol spectrometer (Q-AMS), the compact time-of-flight mass spectrometer (C-ToF-AMS), or the high-resolution ToF-AMS (HR-ToF-AMS). The instrument design and operation of each version of the AMS has been described in detail by Jayne et al. (2000), Drewnick et al. (2005), and DeCarlo et al. (2006), respectively, and reviewed by Canagaratna et al. (2007). Factor analyses of the data from Riverside, CA, Whistler (Canada), and Mexico City (both ground and aircraft data) are based on high resolution (HR) data from HR-ToF-AMS, while analyses for all other locations are based on unit mass resolution (UMR) data. The details (locations, times, previous publications, etc.) of all datasets included in this study are given in the supplementary material.

In this work we present factor analysis results from 43 AMS datasets. As part of this work, we performed PMF (Paatero and Tapper, 1994; Paatero, 1997) based factor analysis of the organic aerosol mass spectra observed at 27 of the sites. For some of the urban downwind/rural/remote sites, a hybrid of PMF/MCA approach is employed (Cottrell et al., 2008; Nemitz et al., 2008). The factor analyses of the remaining 16 sites were performed previously and the results are discussed in more detail in the corresponding publications: Beijing (Sun et al., 2009), Riverside (Doeherty et al., 2008; Huffman et al., 2009), Mexico City (Aiken et al., 2008, 2009a, b; DeCarlo et al., 2009), Pittsburgh (Zhang et al., 2005a, b; Ulbrich et al., 2009), Thompson Farm, NH (Cottrell et al., 2008), Zurich (Lanz et al., 2007), Egbert (Slovik et al., 2010), Crete (Hildebrandt et al., 2010), and the great Alpine region (Lanz et al., 2009). For the sites in Lanz et al. (2009), both PMF and ME-2 are used. In contrast to PMF, ME-2 allows for a priori constraints (partial or total) on the mass spectra and/or time series of the factors (Paatero, 1999; Lanz et al., 2008).

PMF is a multivariate factor analysis technique developed by Paatero and Tapper (1994) and Paatero (1997) to solve the bilinear factor model \( x_{ij} = \sum p_{gip} f_{pj} + \epsilon_{ij} \) where \( x_{ij} \) are the measured values of \( j \) species in \( i \) samples, \( P \) are factors comprised of constant source profiles (\( f_j \), mass spectra for AMS data) with varying contributions over the time period of the dataset (\( g \), time series), without any a priori assumptions of either mass spectral or time profile (Lanz et al., 2007; Ulbrich et al., 2009). PMF computes the solution by minimizing the summed least squares errors of the fit weighted with the error estimates of each data point. Solutions are also constrained to have non-negative values. The error weighting and non-negativity constraint result in more physically meaningful solutions that are easier to interpret compared to other receptor models.

The PMF2 executable version 4.2 in the robust mode (Paatero, 1997) is used together with a custom software tool (PMF Evaluation Tool (PET), Ulbrich et al., 2009) in this analysis. The analysis and input error calculations are performed following the procedures described by Ulbrich et al. (2009). The optimal number of PMF components is determined by carefully examining the scaled residuals, evaluating the component’s diurnal cycles and factor correlations with external tracers (including CO, O\(_3\), NO\(_x\), NO\(_2\), SO\(_2\), NO\(_3\), and SO\(_4^{2-}\), when available), and comparing the component spectra with source mass spectra from the AMS mass spectra database (Ulbrich et al., 2009). The PMF2 optimization algorithm starts from random initial conditions, which can be changed by varying the value of the SEED input parameter. Multiple solutions generated with different SEED values are carefully examined to explore the possibility of multiple local minima in the solutions. The uncertainty in component mass spectra and time series due to rotation ambiguity is also examined by performing PMF analysis over a range of FPEAK values. Overall, the effect of positive FPEAK is to create more near-zero values in the mass spectra and decrease the number of near-zero values in the time series; negative FPEAK values have the opposite effect (Ulbrich et al., 2009). For all sites, improved correlations with external tracers or mass spectra are not found for FPEAK values different from 0. Thus the FPEAK=0 solutions, which bound the observed data most closely, are chosen for all the sites analyzed in this study.

Rotational ambiguity can be explored by examining the appearance and disappearance of zero values in the mass spectra and time series of the factors (Paatero, 2008). In typical ambient datasets, a priori information about component time points or fragment ions with true zero values is not known; thus, the appearance of unrealistic zero values in the mass spectra and time series of the solutions can be used to evaluate the most reasonable limits of the FPEAK parameter (Ulbrich et al., 2009). For a few sites where component mass spectra or time series are highly correlated, rotational ambiguity is more significant. The change in mass spectra with FPEAK is more dramatic in components with a smaller mass fraction, as they can change more without causing large changes in the residuals. For instance, in the Pittsburgh dataset (acquired in September 2002) studied by Ulbrich et al. (2009), the variation in \( f_{44} \) and \( f_{43} \) in the SV-OOA component across the range of retained solutions (FPEAK = -1.6 to 1.0) was ~30%, for the LV-OOA component ~2%, and for the HOA component ~5% (relative to the solution with FPEAK = 0). In general, it is found that the component mass spectra and time series for most sites analyzed in this work do not vary drastically over the reasonable range of FPEAK chosen. For example, the relative uncertainties in OOA component mass spectra for \( f_{44} \) and \( f_{43} \) (these fragments will be discussed in detail in the following sections) are typically <5%. For the Lanz et al. (2009) sites, similar rotational uncertainties are observed except for sites with low \( f_{44} \) in SV-OOA, where an absolute uncertainty of ±5% is estimated.
3 Results and discussion

3.1 Overview of organic aerosol components in the Northern Hemisphere

Figure 1 shows example mass spectra of the HOA, total OOA, LV-OOA, and SV-OOA components identified from the Pittsburgh dataset (Zhang et al., 2007; Ulbrich et al., 2009). The HOA component is distinguished by the clear hydrocarbon signatures in its spectrum, which are dominated by the ion series \( C_n H_{2n+2}^+ \) and \( C_n H_{2n-1}^+ \) (\( m/z \) 27, 29, 41, 43, 55, 57, 69, 71, 83, 85, 97, 99...) that are typical of hydrocarbons. The (total) OOA component is distinguished by the prominent \( m/z \) 44 (CO\(_2^+\)) in its spectrum and the lower relative intensity of higher mass fragments. Figure 2 shows the distribution of \( f_{44} \) for the HOA, total OOA, LV-OOA, and SV-OOA components observed across the multiple sites. The top axis shows O:C ratios estimated using the \( f_{44} \) of the PMF-resolved factor mass spectra and the correlation derived by Aiken et al. (2008). As seen in Fig. 2, both average \( f_{44} \) and O:C for HOA components are generally very low. The OOA components, on the other hand, have higher \( f_{44} \) and O:C values of 0.14±0.04 and 0.62±0.15. The \( f_{44} \) and O:C ratios for all the LV-OOA and SV-OOA fall into two distinctive groups. The average \( f_{44} \) and O:C ratio for SV-OOA components are 0.07±0.04 and 0.35±0.14, while those for the LV-OOA components are 0.17±0.04 and 0.73±0.14. It is important to note that a wide range of \( f_{44} \) and O:C is observed around the average values for both the LV-OOA and SV-OOA components across all sites. This underscores the fact that neither the total OOA nor OOA subtypes are identical across the different sites. Some overlap between the high end of the SV-OOA range and the low end of the LV-OOA range occurs because the names SV-OOA and LV-OOA are relative for each site. Since an absolute scale to define volatility is not available, it is likely that the volatilities of the SV-OOA and LV-OOA components in the overlapping region are not very different from each other.

The different \( f_{44} \) and O:C values observed for the OOA components in Fig. 2 reflect the fact that there is a continuum of OOA properties in ambient aerosol. At each site this continuum is discretized into SV-OOA and LV-OOA components according to the details of the ambient OOA that is observed at that particular site. Figure 3 explicitly shows the O:C atomic ratios and \( f_{44} \) of the OOA, LV-OOA, and SV-OOA components at each site. Similar to Zhang et al. (2007), the sites have been grouped according to their location as either being primarily urban or urban downwind/rural/remote. For some sites only one OOA factor is obtained while for others the range of oxidation is represented by both LV-OOA and SV-OOA components. For sites where both LV-OOA and SV-OOA are resolved, the average OOA O:C observed at any given time point can be reconstructed as a mass-weighted average of the LV-OOA and SV-OOA O:C. In Fig. 3, the mass-weighted average OOA component over the entire campaign is also shown for sites in which LV-OOA and SV-OOA are both resolved. The sites within each location...
The OOA measured at a given site is highly dependent on the meteorological and transport conditions, SOA precursors, and extent of photochemical aging observed at that site. In the urban Pittsburgh and Zurich datasets, for example, the observed range in OOA O:C is influenced by diurnal temperature fluctuations. These temperature changes affect the variability in the OOA mass spectrum. For instance, Lanz et al. (2009) and Jimenez et al. (2009) showed that the separation of OOA components into SV-OOA and LV-OOA is observed much more frequently in summer datasets than winter datasets, owing to more intense photochemistry, warmer temperatures, and larger temperature changes in summer.

The OOA measured at a given site is highly dependent on the meteorological and transport conditions, SOA precursors, and extent of photochemical aging observed at that site. In the urban Pittsburgh and Zurich datasets, for example, the observed range in OOA O:C is influenced by diurnal temperature fluctuations. These temperature changes separate the aged regional background LV-OOA component from the more local, fresher SV-OOA component (Lanz et al., 2007; Ulbrich et al., 2009). The remote/rural Chebogue Point (Nova Scotia, summer 2004) measurements show a range of O:C that appear to reflect air masses of different ages and source regions. The more oxidized LV-OOA component at Chebogue correlates well with sulfate and an anthropogenically influenced US outflow factor extracted via principal component analysis of speciated measurements of volatile organic compounds (VOC) by PTR-MS and GC-MS (Millet et al., 2005; Holzinger et al., 2007; Williams et al., 2007). On the other hand, the less oxidized SV-OOA component is observed in the fresher air masses and correlates well with biogenic SOA tracer compounds (e.g., 2,3-pinene diol and pinonaldehyde – oxidation products of terpenes), suggesting that it is associated with SOA formed from biogenic hydrocarbons (Williams et al., 2007).

As discussed by Zhang et al. (2007), de Gouw et al. (2005), and Jimenez et al. (2009), cities act as point sources of HOA, which is quickly diluted in regional air dominated by OOA and overwhelmed by SOA production from the urban emissions. Thus, the relative contribution of OOA (compared to HOA) increases as air is transported from urban to urban downwind/remote/rural locations. As illustrated in Jimenez et al. (2009), increasing distance from an urban center is often correlated with an increase in photochemical aging and more oxidized OOA. This effect is not obvious in Fig. 3 (i.e., the total OOA and average OOA at urban downwind/rural/remote sites span a similar range of O:C values as observed in urban sites). This highlights the complexity of the factors that determine the oxidation state of OOA at any given location. In addition to photochemical processing, meteorology and SOA precursors also affect the degree of oxidation of the OOA observed at a given location.

Fig. 3. $f_{44}$ and estimated O:C atomic ratios of the OOA, LV-OOA, and SV-OOA components at each site. The mass-weighted average OOA component over the entire campaign is also shown for sites in which LV-OOA and SV-OOA are both resolved. The sites within each location group are listed in increasing order of the $f_{44}$ and O:C ratio of the total OOA components and average OOA components. Uncertainties in $f_{44}$ of these components are discussed in the text. (Note: Rhine Valley* = Switzerland, Austria, and Liechtenstein.)
For example, at many of the urban sites considered in this study, there is substantial inflow of regional aged OOA from outside the city because of meteorological conditions, resulting in an overall OA that is almost as oxidized as that found at more remote areas.

3.2 Detailed comparison of SV-OOA and LV-OOA components

Figure 1 shows representative mass spectra of LV-OOA and SV-OOA obtained in Pittsburgh, PA (Ulbrich et al., 2009). The different relative intensities of m/z 44 (mostly CO$_2^+$) in the spectra are used to classify these two subcomponents. Previous studies have shown that CO$_2^+$ in AMS spectra can result from thermal decarboxylation of organic acid groups (Alfarra, 2004). Thermal decomposition of acids to yield CO$_2$ is well known, and the m/z 44 (CO$_2^+$) fragment is found to be formed reproducibly by the thermal decarboxylation of oxo-, di- and polycarboxylic acids (Roberts and Caserio, 1964; Alfarra, 2004; Aiken et al., 2007; Takegawa et al., 2007), with dicarboxylic acids such as malic acid and oxalic acid resulting in a much higher f$_{44}$ than monoacids such as pyruvic acid (Alfarra, 2004). An acyl peroxide standard also gave rise to substantial signal at m/z 44 in the work of Aiken et al. (2007). Currently, there is no laboratory data showing that compounds with multiple functional groups (other than carboxylic acids and acyl peroxides) also give rise to substantial f$_{44}$ in the AMS. For instance, the mass spectra of methylglyoxal (with two carbonyl groups) and diocetyl sebacate (with two ester groups) have relatively weak signals at m/z 44 (Alfarra, 2004). In addition to m/z 44, the other key mass spectral difference that is typically observed between LV-OOA and SV-OOA components is the relative intensity of m/z 43. Although m/z 43 can, in principle, correspond to C$_3$H$_7^+$ or C$_2$H$_3$O$^+$, HR data from Riverside, Mexico City (ground and flight), and Whistler indicate that the oxygenated fragment C$_2$H$_3$O$^+$ contributes a dominant fraction of the m/z 43 fragment (~81–99%) for ambient OOA, LV-OOA, and SV-OOA components. Since organic acid groups likely decompose to give m/z 44, we hypothesize that the C$_2$H$_3$O$^+$ fragment at m/z 43 is dominated by non-acid oxygenates. According to McLafferty and Turecek (1993), the m/z 43 fragment is a prominent fragment from saturated carboxyl groups, but can also arise from other types of species. High resolution mass spectral studies of laboratory standards are needed to provide further insights.

As m/z 44 and m/z 43 are prominent peaks in the OOA, SV-OOA, and LV-OOA mass spectra and they are representative of different oxygen-containing functional groups, a detailed comparison of these mass fragments from all sites may yield some insights regarding the dynamic evolution of OOA in the atmosphere. Figure 4 shows the f$_{44}$ vs. f$_{43}$ for all the OOA components from different locations. Some of the differences in the f$_{44}$ and f$_{43}$ values shown in Fig. 4 can possibly arise from instrument-to-instrument variability. In principle, mass spectral data obtained by two different instruments can differ from each other due to differences in hardware and/or the operating conditions of the instrument. All of the UMR data points in Fig. 4 are obtained with Q-AMS instruments. Intercomparisons of UMR Q-AMS laboratory spectra observed by two different groups (Alfarra, 2004; Takegawa et al., 2007) for several diacids (malonic, succinic, glutaric, and adipic acid) show only small differences in f$_{43}$ and f$_{44}$ that are on the order of 2% (absolute). Thus, it is unlikely that this variability is enough to affect our interpretation of the general trends observed among the different OOA.

Since photochemical aging leads to an increase in f$_{44}$ (Alfarra et al., 2004; de Gouw et al., 2005; Aiken et al., 2007, 2008; Kleinman et al., 2008), the f$_{43}$ axis can be considered as an indicator of atmospheric aging. The Mexico City flight and ground data points in Fig. 4 provide a good example for illustrating the increase in f$_{44}$ with photochemical aging. Figure 4 shows the Mexico City ground site (T0) and the aircraft data at T0 (above urban area), T1 (30 km downwind, ~3 h transport from the urban area) and T2 (60 km downwind, ~6 h). The photochemical ages of air masses sampled above these sites increase with distance away from the urban area. The average OOA components for each of these locations clearly indicate the increase in f$_{44}$ (T0 ground < T0 aircraft < T1 aircraft < T2 aircraft) with photochemical age.
The base of the triangular region in Fig. 4 defines the large range in $f_{43}$ that is observed for the less oxidized SV-OOA components. Since the SV-OOA components represent less oxidized and photochemically younger organics, the variability in $f_{43}$ for these components likely arises from differences in OOA components arising from different sources and chemical pathways. The following sites likely have strong influence from biogenic SOA sources: Duke Forest, Hyytiälä, Thompson Farm, Chebogue, and Egbert (Allan et al., 2006; Williams et al., 2007; Cottrell et al., 2008; Raatikainen et al., 2010; Slowik et al., 2010). The SV-OOA components from these sites are marked with an asterisk in Fig. 4. They do not appear to cluster at a certain location inside the triangle, indicating that mass spectral characteristics alone are not enough to assign a particular dominant source (e.g., “anthropogenic” vs. “biogenic”) to the OOA components or to different parts of the space in Fig. 4.

In Fig. 4, both the average and range in $f_{43}$ for OOA components decrease with increasing $f_{44}$. This suggests that the OOA components become more chemically similar with increasing O:C and photochemical aging regardless of the original source of the OOA. It is important to note that this ambient trend in OOA composition measured by the AMS is also mirrored in the ambient HULIS sample mass spectra. The HULIS and fulvic acids shown in this study have some of the highest $f_{44}$ values and fall in the LV-OOA range of the figure. Only one of the HULIS samples falls into the SV-OOA region: this is the OA collected at Kpustza (Hungary) which likely has a large contribution from freshly-formed biogenic SOA, and also has different optical properties than the biomass burning and pollution HULIS which appear in the LV-OOA region (Dinar et al., 2008). Owing to the very limited amount of the extracted and purified material, an acidity measurement of the HULIS samples analyzed in this work was not performed. However, previous $^1$H-NMR studies on HULIS extracted from smoke particles in Brazil showed that their acidic content was as high as 13% (almost 1 carbon out of 7 of the accounted carbons are carboxylic acids) (Tagliavini et al., 2006), comparable to that reported for fulvic acid samples (Ritchie and Perdue, 2003; Dinar et al., 2006). The highly acidic nature of HULIS and fulvic acids is consistent with the large $f_{44}$ (CO$_2^-$) fragment in their mass spectra. HULIS is found to constitute a large fraction of water soluble organic compounds in ambient aerosols (e.g. Facchini et al., 2000; Decesari et al., 2001; Fuzzi et al., 2001). The $f_{44}$ of LV-OOA is very similar to that for HULIS, which is consistent with the convergence of atmospheric OA to the more oxidized LV-OOA (hence higher acidic content) with aging. This continuum of evolution of OA is also observed in the aircraft data discussed in Morgan et al. (2010).

The OOA components shown in Fig. 4 reflect different locations, sources, and degrees of photochemical aging. Each data point in the figure, in effect, represents a different “snapshot” of atmospheric OA as it is formed and aged in the atmosphere. When taken together, all the points provide a
broad view of the process by which ambient OA evolves into LV-OOA. In Fig. 4, this evolution is viewed in terms of changes in \( f_{44} \) and \( f_{43} \). Fig. 5 shows an alternative view of the same evolution in terms of \( f_{44} \) and O:C vs. 44/43. For the UMR data, O:C is estimated using the method of Aiken et al. (2008); for the HR data the O:C is directly determined by elemental analysis (Aiken et al., 2007, 2008). Mathematically, a line in the \( f_{44} \) vs. \( f_{43} \) plot will transform into a curve in the \( f_{44} \) vs. 44/43 space (derivation shown in Appendix). Hence, the two dotted lines in Fig. 4 become the two dotted curves in Fig. 5. In Fig. 5, the OOA components from all sites (and time-dependent data at Riverside) also map a curve, showing a transition from SV-OOA components at the lower part of curve to LV-OOA components at the top of the curve with increased photochemical aging. It appears the O:C increases sharply at the beginning of oxidation then plateaus around a value of 1.2, suggesting that this may represent a maximum atmospheric oxidation state of the aerosol.

While Fig. 5 is a mathematically equivalent way of viewing the information in Fig. 4, it can potentially provide a more useful way of connecting the AMS observations with other measurements. In particular, measurements of O:C can be obtained with other instruments such as thermal techniques and nanoaerosol mass spectrometry (Pang et al., 2006; Wang et al., 2006). As discussed before, \( m/z \) 44 in OOA spectra is thought to be due mostly to acidic groups (-COOH) and the \( m/z \) 43 in OOA spectra can potentially be linked to non-acid oxygenates. Thus, the ratio between these two ions may provide a measure of how the chemical functionality of the OOA evolves with oxidation. Recently, a study by Russell et al. (2009) showed that ratios of AMS fragments (rather than the ratio of individual fragments to total OA) showed some correspondence with the relative abundances of various OA functional groups determined with FTIR. For instance, in regions where \( m/z \) 44 and \( m/z \) 57 are both well above the respective detection limits, it was shown that the 44/57 ratio correlates with the ratio of carboxylic acid to alkane functional groups from FTIR (Russell et al., 2009). Comparisons of the FTIR measurements with 44/43 ratios were not reported by Russell et al. (2009). However, future studies involving simultaneous measurements of laboratory standards, or laboratory SOA (from “simple” systems in which both the gas-phase and product-phase chemistry and products are better characterized) with HR-ToF-AMS and FTIR, NMR, or other techniques may provide more detailed insight into how the 44/43 ratio is related to the chemical functionality of OOA. For instance, a HR-ToF-AMS flow reactor study by Kroll et al. (2009) has suggested that \( \text{C}_2\text{H}_5\text{O}^+ \) (nominal mass = 43) and \( \text{CO}_2^- \) (nominal mass = 44) may be markers for functionalization reactions and fragmentation reactions, respectively.

### 3.3 Comparison with laboratory data

Over the last two decades, numerous laboratory experiments have been conducted to study the formation of SOA. The results from these experiments form the basis for simulating SOA formation in the atmosphere. In the previous sections, we have provided an overview of the OOA components observed in the ambient atmosphere. In order to allow accurate parameterizations of SOA formation and evolution in the atmosphere, it is desirable that the laboratory conditions be as representative as possible of those in the atmosphere. A careful examination of the similarities and differences between laboratory SOA and ambient OOA provides insights about SOA formation in the atmosphere. A series of laboratory data are compiled from both published and unpublished data (Fig. 6a–c). Figure 6a shows the \( f_{44} \) vs. \( f_{43} \) for SOA formed by the ozonolysis/photooxidation of a suite of biogenic precursors from chamber experiments, including isoprene, monoterpenes (\( \alpha \)-pinene, \( \beta \)-pinene, \( \alpha \)-terpinene, terpinolene, limonene, myrcene), oxygenated terpenes (methyl-chavicol, verbenone, linalool), and sesquiterpenes (longifolene, \( \alpha \)-humulene, \( \beta \)-caryophyllene). Details on SOA formation in these particular experiments have been discussed in other publications (e.g. Gao et al., 2004a, b; Bahreini et al., 2005; Kroll et al., 2006; Lee et al., 2006a, b; Ng et al., 2006, 2007a; Alfarra et al., 2006; Zhang et al., 2006; Shilling et al., 2009). Figure 6a also includes flow tube data of the heterogeneous oxidation (by OH radicals) of SOA formed from \( \alpha \)-pinene ozonolysis, denoted by the LBNL data points (Jimenez et al., 2009). Figure 6b shows the chamber data from the photooxidation of a series of aromatic hydrocarbons, including \( m \)-xylene, toluene, benzene, and 1,3,5-trimethylbenzene (Alfarra et al., 2006; Ng et al., 2007b; Hildebrandt et al., 2009). Figure 6c shows the chamber and flow tube data from the photooxidation/heterogeneous oxidation of POA (and also primary vapors in some cases) (George et al., 2007; Sage et al., 2008; Grieshop et al., 2009; Kroll et al., 2009; Presto et al., 2009; Smith et al., 2009). The LBNL squalane data and CMU n-heptadecane data are HR data (the \( m/z \) 43 data shown are from the \( \text{C}_2\text{H}_3\text{O}^+ \) fragment) and residual analysis has been performed on the UMR diesel and wood smoke data (Sage et al., 2008; Grieshop et al., 2009), allowing for direct comparison of these datasets with ambient OOA components and chamber SOA.

In Fig. 6a, b, and c, the lines connecting the data points indicate the range of \( f_{44} \) and \( f_{43} \) observed in each experiment. As explained in more detail below, the range observed does not necessarily correspond to the beginning and end of the experiments. The two dotted lines in these figures are the same as those in Fig. 4, encompassing the space in which the ambient data fall. It is clear that most laboratory data fall into the same region as the ambient data. There are two exceptions: \( \alpha \)-pinene SOA formed in flow tube experiments (Jimenez et al., 2009), and isoprene SOA formed under low \( \text{NO}_x \) (\( \text{H}_2\text{O}_2 \) photolysis) conditions (Kroll et al., 2006). The
Fig. 6. (a) $f_{44}$ vs. $f_{43}$ for SOA formed by the ozonolysis/photooxidation of a suite of biogenic precursors from chamber experiments, including isoprene, terpenes, and sesquiterpenes (Gao et al., 2004a, b; Bahreini et al., 2005; Kroll et al., 2006; Lee et al., 2006a, b; Ng et al., 2006; Ng et al., 2007a). Also shown in this figure are flow tube data of the heterogeneous oxidation (by OH radicals) of SOA formed from $\alpha$-pinene ozonolysis (LBNL data). The lines connecting the data points indicate the range of $f_{44}$ and $f_{43}$ observed in each experiment. For $\alpha$-pinene ozonolysis, only the values at the end of the experiment are shown to avoid crowding the plot. The two dotted lines are the same as those in Fig. 4. (b) Chamber data from the photooxidation of a series of aromatic hydrocarbons, including $m$-xylene, toluene, benzene, and 1,3,5-trimethylbenzene (Ng et al., 2007b; Hildebrandt et al., 2009). The lines connecting the data points indicate the range of $f_{44}$ and $f_{43}$ observed in each experiment. The two dotted lines are the same as those in Fig. 4. (c) Chamber and flow tube data from the photooxidation/heterogeneous oxidation of POA. The LBNL squalane data and CMU n-heptadecane data are HR data (the $m/z$ 43 data shown are from the C$_2$H$_3$O$^+$ fragment). For diesel and wood smoke (Sage et al., 2008; Grieshop et al., 2009), the data shown here are from the residual mass spectra (i.e. spectra in which the POA contribution has been excluded). The LBNL squalane data starts from zero because the experiment starts with HOA. The two dotted lines are the same as those in Fig. 4.

reason for the higher $f_{43}$ observed in the flow tube experiments is unclear at this point. It is possible that the SOA formed in these experiments experiences a higher degree of heterogeneous oxidation owing to the very high OH levels, which may result in different aerosol compositions compared to the much gentler oxidation in chamber experiments. For the low-NO$_x$ isoprene SOA, HR data show that other than CO$_2^+$, there is substantial contribution of C$_2$H$_4$O$^+$ at $m/z$ 44 for SOA formed from the photooxidation of erythritol (Kessler et al., 2010), which is structurally very similar to the tetroils observed in isoprene low-NO$_x$ SOA (Surratt et al., 2006; Kleindienst et al., 2009). Hence, it is expected that the $m/z$ 44 of the isoprene SOA shown in Fig. 6a will also have substantial contributions from non-CO$_2^+$ ions, resulting in the relatively higher values compared to other experiments. This issue should be revisited when HR data for most of these reactions become available by plotting CO$_2^+/OA$ instead of $f_{44}$.
The majority of the laboratory data (Fig. 6a–c) fall into the triangle region in Fig. 4 as well as the curve envelope in Fig. 5. However, most of the data reside in the lower half of the triangle (and lower half of the curve), indicating that the laboratory SOA is more similar to the less oxidized ambient SV-OOA, and rarely become as oxidized as ambient LV-OOA. Similar to SV-OOA, there is quite a large variability in the f44 in the laboratory data. This is not surprising as the data encompass a wide range of SOA precursors and experimental conditions such as types of oxidants, oxidant concentrations (exposure), initial hydrocarbon concentrations, NOx level, temperature, relative humidity, etc. Possible reasons for laboratory SOA being less oxidized than ambient OOA are: higher loadings employed in many laboratory experiments that favor partitioning of less oxidized species (which would remain in the gas phase under atmospheric conditions) (Duplissy et al., 2008; Shilling et al., 2009) and limited residence time in chambers (which limits the degree of aging accessible in chamber experiments). To explore the first possibility, Fig. 7 shows f44 as a function of OA concentration for all of the chamber experiments in Fig. 6a and b. For each experiment, only the highest f44 value is shown to avoid crowding the plot. The orange points are the OOA data from various urban sites (Beijing, Tokyo summer, NYC summer, Riverside, Pittsburgh).

Fig. 7. f44 as a function of organics loading (measured with AMS) for the chamber experiments shown in Figs. 6a and b. For each experiment, only the highest f44 value is shown to avoid crowding the plot. The orange points are the OOA data from various urban sites (Beijing, Tokyo summer, NYC summer, Riverside, Pittsburgh).

Fig. 8. f44 (highest f44 observed in the experiment) vs. the OH exposure for SOA formed from the photooxidation of m-xylene and toluene under low-Nox (H2O2) conditions (Ng et al., 2007b; Hildebrandt et al., 2009). Each data point is colored according to the loading of that particular experiment.

The change (decreasing f44 with increasing loading) is most dramatic at lower loadings (0–20 µg/m3), which are typical in the atmosphere), and it appears to level off for loadings higher than ~100 µg/m3. The effect of loading on composition of SOA formed from a particular system (α-pinene ozonolysis) has been investigated in a recent study (Shilling et al., 2009) and the results are consistent with this work.

Again, the main reason for the scatter in Fig. 7 likely arises from the wide range of precursors and experimental conditions. However, comparing experiments carried out under similar conditions underscores the importance of oxidation time and oxidant exposure in laboratory experiments. As seen in Fig. 6b, SOA formed from the photooxidation of aromatics in the smaller Carnegie Mellon chamber is substantially less oxidized than in the larger Caltech chamber. Figure 8 shows the f44 (highest f44 observed in the experiment) vs. the OH exposure for low-Nox experiments from both datasets; each data point is colored according to the loading of that particular experiment. As seen in Fig. 8, some of the toluene experiments from these two datasets have very similar loadings; however, the f44 observed in the Caltech experiments is substantially higher as a result of the increased OH exposure. The difference in OH exposure arises mainly from the larger oxidation time afforded by the smaller relative wall losses of the larger Caltech chamber, as the OH concentrations employed in both datasets are comparable (~1–3×10^6 molecules/cm^3, estimated from the decay of the hydrocarbon) (Ng et al., 2007b; Hildebrandt et al., 2009). It
is noted that the flow tube α-pinene data (LBNL data) also have extremely high \( f_{44} \) values, likely a result of the very high OH concentrations (up to \( 8 \times 10^{10} \) molecules/cm\(^3\)) used in the flow tube experiments (Jimenez et al., 2009), corresponding to very high levels of atmospheric aging. In summary, both the higher organic mass loadings and the limited aging likely explain why the chamber data do not reach the levels of oxidation observed in the atmosphere.

Several interesting observations can be made when examining the laboratory data in more detail. From Fig. 6a, it appears that the SOA formed from α-pinene photooxidation has a relatively higher \( f_{43} \) than that formed from α-pinene ozonolysis. SOA formed from biogenic hydrocarbons spans a similar range in \( f_{44} \) in ozonolysis and photooxidation experiments. However, the evolution of \( m/z \) 44 as a function of OA concentration for these two types of experiments is very different, as shown in Fig. 9a (α-pinene ozonolysis) and Fig. 9b (α-pinene photooxidation). In both experiments, \( m/z \) 44 decreases with increasing OA during the early phrase of the experiment. With the very low loading at the initial stage of SOA growth, only the highly oxygenated and least volatile species will partition into the aerosol phase, resulting in a higher \( f_{44} \). However, these highly oxygenated species are later diluted in the particle phase by the partitioning of less-oxygenated semivolatile species with increased OA concentration. Such behavior has been observed in several previous studies (Bahreini et al., 2005; Baltensperger et al., 2005; Zhang et al., 2006; Duplissy et al., 2008; Shilling et al., 2009). After SOA mass peaks, the loadings decrease owing to wall loss. The \( f_{44} \) in the ozonolysis experiment stays relatively constant during this period. This is not surprising as ozone reacts only with the double bond, and further chemistry ceases after all α-pinene is consumed. When loadings decrease due to wall loss, one might expect that the semivolatile species would partition back to the gas-phase and result in higher \( f_{44} \) in the SOA. The lack of this observation suggests that the particles lost to the wall still participate in the partitioning, consistent with previous studies (Weitkamp et al., 2007; Hildebrandt et al., 2009). On the other hand, the \( f_{44} \) in the photooxidation experiment continues to increase after peak aerosol growth, indicating further changes in SOA composition with photochemical aging. The increase in \( f_{44} \) with decreased loading (due to wall loss) does not trace the original path as the gas-phase chemistry in the chamber is constantly changing. It is noted that similar behavior is also observed in the ozonolysis and photooxidation of other biogenic hydrocarbons. The evolution of \( f_{44} \) with organic mass loadings is quite different for aromatic hydrocarbons (e.g. \( m \)-xylene as shown in Fig. 9c). Unlike α-pinene, the \( f_{44} \) starts increasing from the beginning of the experiment and continues over the course of the experiment. This suggests that the products formed from the photooxidation of \( m \)-xylene are generally less volatile, consistent with the higher \( f_{44} \) values in aromatic experiments (compared to biogenics experiments). After peak SOA growth, the \( f_{44} \) also

![Fig. 9](https://example.com/figure9.png)

**Fig. 9.** (a): Change in \( f_{44} \) as a function of organics loading over the course of a typical α-pinene ozonolysis experiment. (b): Change in \( f_{44} \) as a function of organics loading over the course of a typical α-pinene photooxidation experiment (low-NO\(_x\)). (c): Change in \( f_{44} \) as a function of organics loading over the course of a typical \( m \)-xylene photooxidation experiment (low-NO\(_x\)).
continues to increase as a result of further oxidation. All these observations highlight the dynamics of SOA evolution. While peak aerosol growth is useful for determining SOA yields in chamber experiments, further chemistry can still be ongoing and should not be overlooked.

4 Conclusions

In this study we present results from the factor analysis of 43 AMS datasets (27 of the datasets are reanalyzed in this work) and provide an overview of OOA components in the Northern Hemisphere and their evolution in the atmosphere. At most sites, we are able to resolve the OA into HOA and OOA components. For some sites a BBOA factor is also observed. In many analyses, we can further separate the OOA into LV-OOA and SV-OOA components. A wide range of O:C ratios is observed for both LV-OOA (0.73±0.14) and SV-OOA (0.35±0.14) components, highlighting the range of conditions that give rise to these factors, such as meteorology, SOA precursors, and photochemical aging. The OOA components (OOA, LV-OOA, and SV-OOA) from all sites cluster within a well-defined triangular region in the $f_{44}$ vs. $f_{43}$ space. These observations allow for a standardized means of comparing and characterizing any OOA components (laboratory or ambient) observed with the AMS. Viewing laboratory data in this space, for example, allows for a direct connection between laboratory and ambient measurements. A compilation of AMS laboratory SOA data reveals that laboratory SOA falls into the lower half of the triangular region, characteristic of lower O:C ratios and photochemical ages. The laboratory SOA is more similar to SV-OOA components and rarely become as oxidized as LV-OOA components. This likely arises from the higher loadings and limited oxidation time in most laboratory experiments.

While the OOA components observed at the different locations differ according to their respective sources, meteorology, and degrees of photochemical aging, when taken together they provide a generalized view of the photochemical aging process of ambient OA. In particular, the oxidation process results in increasingly similar OOA composition regardless of the original OOA source. Moreover, it appears that the transformation between SV-OOA and LV-OOA at multiple sites shares common features that could potentially enable a simplified description of the atmospheric oxidation of OA. For instance, the transformation shows a clear trend in O:C vs. m/z 44/43 ratios. While the data presented in the O:C vs. 44/43 space (Fig. 5) is mathematically the same as $f_{44}$ vs. $f_{43}$ triangular space (Fig. 4), this plot potentially allows one to more readily connect AMS observations with those obtained by other instruments. The ability to make such connections is invaluable because the evolution of OA is a complex and dynamic process and there is no single instrument that can capture all of the important features (Hallquist et al., 2009).

Traditionally, SOA models often employ parameters derived from chamber experiments based on a two product partitioning model (Pankow, 1994; Odum et al., 1996), and more recently, the volatility basis-set approach (Lane et al., 2008; Murphy and Pandis, 2009). While SOA yield parameters derived from chamber experiments have proven to be very useful in providing the basis for SOA simulation in the last ten years or so, a modified representation may be better to capture the dynamic evolution of OA in the atmosphere. The compact view of photochemical SOA oxidation provided by the SV-OOA and LV-OOA components can form the basis of new SOA modeling frameworks. Recently, a two-dimensional volatility basis-set (2D-VBS) modeling framework has been proposed that uses OA volatility and oxidation state (approximated by O:C) as its two basis vectors (Jimenez et al., 2009). The model captures the main features of the evolution of OA in multiple field studies and simulation chambers, showing the transformation from SV-OOA to LV-OOA with increasing photochemical aging in the O:C vs. volatility space. A new framework such as this could form the basis of future modeling approaches, and with additional field measurements, laboratory studies, and inventories one will be able to more accurately predict the formation and evolution of OA in the atmosphere.

Appendix A

In Fig. 4, the plot shows $f_{44}$ vs. $f_{43}$. We can re-write $f_{44}$ as 44/OA and $f_{43}$ as 43/OA.

Considering a line in this space:

$$\frac{44}{OA} = m \frac{43}{OA} + c$$

where $m$ = slope; $c$ = intercept.

Divide both sides of Eq. (1) by 43:

$$\frac{44}{43} = m + \frac{c}{43}$$

$$\frac{44}{43} = m + c \times \frac{OA}{43}$$

$$\frac{44}{43} - m = \frac{c}{43} \times OA$$

$$\frac{1}{44-m} = \frac{c}{43} \times OA$$

$$\frac{43}{OA} = \frac{c}{44-m}$$

Substitute this back to Eq. (1):

$$\frac{44}{OA} = m \left(\frac{c}{44-m}\right) + c$$

This is a curve in the 44/OA vs. 44/43 space (Fig. 5).
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