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ABSTRACT

Sensitivity of Arctic clouds and radiation in the Community Atmospheric Model, version 5, to the ice nucleation process is examined by testing a new physically based ice nucleation scheme that links the variation of ice nuclei (IN) number concentration to aerosol properties. The default scheme parameterizes the IN concentration simply as a function of ice supersaturation. The new scheme leads to a significant reduction in simulated IN concentration at all latitudes while changes in cloud amounts and properties are mainly seen at high- and midlatitude storm tracks. In the Arctic, there is a considerable increase in midlevel clouds and a decrease in low-level clouds, which result from the complex interaction among the cloud macrophysics, microphysics, and large-scale environment. The smaller IN concentrations result in an increase in liquid water path and a decrease in ice water path caused by the slowdown of the Bergeron–Findeisen process in mixed-phase clouds. Overall, there is an increase in the optical depth of Arctic clouds, which leads to a stronger cloud radiative forcing (net cooling) at the top of the atmosphere. The comparison with satellite data shows that the new scheme slightly improves low-level cloud simulations over most of the Arctic but produces too many midlevel clouds. Considerable improvements are seen in the simulated low-level clouds and their properties when compared with Arctic ground-based measurements. Issues with the observations and the model–observation comparison in the Arctic region are discussed.

1. Introduction

Climate models exhibit larger intermodel differences in projected Arctic climate change than in other regions (Walsh et al. 2002; Hassol 2004; Vavrus et al. 2009). The spread in Arctic climate change projections is related to differences in model physics, such as in representing Arctic clouds and their microphysical properties, as well as internal variability (Kay et al. 2011a). Arctic clouds strongly influence the earth’s radiation budget and their impact on shortwave feedbacks is important for climate feedbacks in climate models (Winton 2006; Kay et al. 2012a). One important cloud microphysical process that has a large impact on model-simulated Arctic clouds is the ice nucleation process (Liu et al. 2007a,b; Xie et al. 2008; Gettelman et al. 2010; Morrison et al. 2012). This is because ice nuclei (IN) play an important role in the glaciation of mixed-phase clouds, which dominate low-level Arctic clouds especially during cold seasons. They also influence ice crystal concentrations in cirrus clouds by competing with homogeneous freezing processes below about −36°C (Kärcher and Lohmann 2003; Liu et al. 2012a). Once ice is formed, ice growth from these preexisting ice particles could be accelerated through other important cloud microphysical processes, such as the Bergeron–Findeisen process, for ice crystals to grow at the expense of liquid water (Bergeron 1935; Findeisen 1938). Therefore, the presence of IN can largely influence ice growth and the complex interaction between
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the ice and liquid phases of cloud condensate, which in turn affects the radiative properties and lifetime of cold clouds (Phillips et al. 2005; Ekman et al. 2007; Zeng et al. 2009).

Although the importance of ice formation to clouds and their properties is generally accepted, the treatment of IN concentrations in current climate models is still crude because of our poor understanding of the complex ice-formation processes and a general lack of observations of cold clouds. Most existing ice nucleation schemes are developed based on very limited field studies (most conducted at middle and low latitudes) and optimized specifically for where these measurements were observed. They are usually parameterized as a function of temperature and/or ice supersaturation while ignoring IN temporal and spatial variability as a function of aerosol properties. The IN are generally insoluble aerosol particles such as mineral dusts, soot, or black carbon, as well as some biological materials (e.g., Levin and Yankofsky 1983; Diehl et al. 2001; Gorbunov et al. 2001). One example of such simplified ice nucleation schemes is the widely used empirical formulation developed by Meyers et al. (1992, hereafter M1992) for the combined effects of deposition and condensation-freezing nucleation. In M1992, the IN predicted through deposition and condensation freezing are parameterized as a function of ice supersaturation based on measurements at northern midlatitudes and may be applied over the temperature range from $-7^\circ$ to $-20^\circ$C, ice supersaturation range from 2% to 25%, and water supersaturation range from $-5\%$ to 4.5%.

Based on in situ data measured by continuous-flow diffusion-chamber (CFDC) measurements from nine field campaigns conducted in the past 14 yr over many regions of the globe, DeMott et al. (2010, hereafter DM2010) showed a large variability in IN observations in time, space, and temperature. At any temperature the IN number concentrations have been observed to span more than three orders of magnitude. Previous studies (e.g., Bigg 1996) also indicated that Arctic IN concentrations are usually lower than those observed at lower latitudes. This is further confirmed by one recent field campaign in the Arctic, the Mixed-Phase Arctic Cloud Experiment (M-PACE), which was conducted by the U.S. Department of Energy (DOE) Atmospheric Radiation Measurement (ARM) Program during the fall season with the relatively clean environment at its Barrow site (Verlinde et al. 2007). By analyzing IN data from M-PACE, Prenni et al. (2007) found that the M1992 parameterization is not representative of average IN behavior encountered during M-PACE flights. To best fit M-PACE observations of IN, a modified M1992 parameterization was proposed by Prenni et al. (2007), which results in a much smaller ice number density of $0.291^{-1}$ relative to $3.231^{-1}$ from the original M1992 scheme for a typical temperature range (from $-5^\circ$ to $-20^\circ$C) of M-PACE clouds. In a sensitivity study with the Geophysical Fluid Dynamics Laboratory (GFDL) Global Atmospheric Model, version 2 (AM2), Xie et al. (2008) showed that the use of the modified M1992 parameterization by Prenni et al. (2007) led to a significant increase in both cloud fraction and cloud liquid water path for the period where single-layer low-level mixed-phase clouds were observed during M-PACE.

To improve ice crystal number concentrations predicted in climate models, more physically based ice nucleation schemes were developed in recent years. For example, Phillips et al. (2008) introduced an ice nucleation parameterization that links the variation of IN concentrations to aerosol properties such as aerosol surface area densities of several aerosol species (mineral dust, black carbon, and hydrophobic organics), relative humidity, and temperature. Similarly, DM2010 showed that IN concentrations can be associated with the temperature and concentration of aerosol particles (e.g., mineral dust) larger than 0.5 $\mu$m in diameter based on a larger dataset as mentioned earlier. Based on cloud chamber experiments, Niemand et al. (2012) presented a particle-surface-area-based parameterization for the immersion freezing on desert dust particles in the temperature range from $-12^\circ$ to $-36^\circ$C. These parameterizations were basically fittings of observed IN as a function of ambient conditions and concurrent aerosol properties. Different from these empirical parameterizations, Chen et al. (2008) used a statistical model that parameterizes the rate of heterogeneous ice nucleation as a function of temperature and ice supersaturation, as well as properties of IN such as size, contact angle of ice germ on the substrate, and activation energy. Chen et al. (2008) is based on the theoretical formulation of the classical nucleation theory (CNT) with aerosol-specific parameters constrained from experiments.

In this study, we examine both the M1992 scheme and the DM2010 scheme in the National Center for Atmospheric Research (NCAR)–DOE Community Atmosphere Model, version 5.1 (CAM5.1). For simplicity, we just refer to the model version as CAM5. The goal of this study is to better understand the important role of ice nucleation processes in clouds and radiation simulated by climate models with an emphasis on the Arctic region. Specifically, we would like to know how modeled cloud types and their properties vary with the treatment of ice nucleation processes and how these changes impact the earth’s radiative budget. Although this is a sensitivity study, both satellite observations and field data are
used as references for model simulations. More details about CAM5, the two tested ice nucleation schemes, numerical experiments, and observational data are described in section 2. Results are discussed in section 3. Summary and discussion are presented in section 4.

2. Model, experimental details, and observations

a. CAM5

CAM5 is the latest version of the CAM and contains a range of significant enhancements and improvements in the representation of physical processes (Neale et al. 2010). Almost all of the physical parameterizations in its previous version CAM4 have been changed in CAM5, except for the deep convection scheme, which was originally developed by Zhang and McFarlane (1995) with the dilute convective available potential energy (CAPE) modification described in Neale et al. (2008). For cloud microphysics, a two-moment cloud microphysics scheme for stratiform clouds (Morrison and Gettelman 2008; Gettelman et al. 2010), which features activation of aerosols to form cloud drops and ice crystals and allows ice supersaturation, has been implemented into CAM5 to replace the one-moment cloud microphysics scheme (Rasch and Kristjansson 1998) used in CAM4. The primary ice crystal nucleation in Gettelman et al. (2010) is based on the scheme developed by Liu et al. (2007a). In this scheme, homogeneous freezing on sulfate aerosol competing with heterogeneous immersion nucleation on mineral dust is the ice nucleation mechanism for ice clouds \((T < -37^\circ C)\). For mixed-phase clouds \((-37^\circ C < T < 0^\circ C)\), M1992 is used for deposition/condensation nucleation for temperatures between \(0^\circ\) and \(-20^\circ\)C, with a constant IN concentration for \(T < -20^\circ C\). In this sensitivity study, we replace the M1992 scheme by DM2010 to represent the deposition/condensation nucleation processes in CAM5. Note that the DM2010 scheme is applied to the entire temperature range for mixed-phase clouds: that is, \(-37^\circ < T < 0^\circ\)C. The aerosol fields used for aerosol–cloud interactions are predicted from the CAM5 modal aerosol module (MAM) (Liu et al. 2012b). In the CAM5 MAM, aerosol size distributions are represented by three lognormal modes: Aitken, accumulation, and coarse modes. Mass mixing ratios of different aerosol species and number concentrations are predicted for each aerosol mode. Dust number concentration in the accumulation with diameters larger than 0.5 \(\mu m\) is calculated from the predicted dust mass mixing ratio in the accumulation mode and the prescribed size distribution for transported dust (Zender et al. 2003). Dust number concentration in the coarse mode is calculated from the predicted total number concentration in the coarse mode weighted by the mass fraction of dust in the mode. The sum of these two dust number concentration is used in the scheme of DM2010. More details on the aerosol simulations can be found in Liu et al. (2012b).

1) THE M1992 SCHEME

The M1992 scheme was designed for the combined effects of deposition and condensation-freezing nucleation based on data taken from CFDC at northern midlatitudes (Rogers 1982; Al-Naimi and Saunders 1985). As defined in M1992, deposition nucleation is the formation of ice in a supersaturated (with respect to ice) environment. This ice-formation process is assumed to occur for any condition that exceeds ice saturation at freezing temperatures. Condensation-freezing nucleation is the sequence of events whereby a cloud condensation nuclei (CCN) initiates freezing of the condensate. It requires conditions mostly exceeding water supersaturation at freezing temperatures. For these conditions, deposition nucleation may also occur. It is impossible in practice to distinguish the separate contributions of deposition and condensation freezing when a cloud parcel is supersaturated with respect to water without special experiments. To best fit these datasets, the number of pristine ice crystals \((N_{in}; \ 1^{-1})\) predicted because of deposition and condensation freezing is parameterized as

\[
N_{in} = e^{[a+b(100(S_i-1))]} \tag{1},
\]

where \(S_i - 1\) is the fractional ice supersaturation, \(a = -0.639\), and \(b = 0.1296\). The square of the correlation coefficient for this fit is 0.82. As shown in Eq. (1), \(N_{in}\) is parameterized as a function of ice supersaturation without considering the association of its spatial and temporal variations with aerosol properties. The equation may be strictly applied over the temperature range from \(-7^\circ\) to \(-20^\circ C\), ice supersaturation range from 2\% to 25\%, and water supersaturation range from -5\% to 4.5\%.

2) THE DM2010 SCHEME

The DM2010 scheme was developed to determine the overall temperature and aerosol particle size dependencies of IN active under mixed-phase cloud conditions based on nine separate field studies conducted over the past 14 yr in many regions of the globe.

\[
N_{in,T_K} = a(273.16-T_K)^b(N_{aer,0.5})^{c(273.16+T_K)+d} \tag{2},
\]

where \(a = 5.94 \times 10^{-5} \), \(b = 3.33 \), \(c = 2.64 \times 10^{-2} \), \(d = 3.30 \times 10^{-3} \), \(T_K\) is cloud temperature in kelvins, \(N_{aer,0.5}\) is the number concentration \([cm^{-3}]\) at standard temperature
and pressure (STP) conditions of 273.15 K and 1013.5 hPa] of aerosol particles with diameters larger than 0.5 μm, and \( N_{\text{in},T}\) is IN concentration \((l^{-1}, \text{STP})\) at \( T\). Note that sea salt particles are excluded from \( N_{\text{aer},0.5}\). Relative to M1992, the unique feature of the DM2010 scheme is to link the variations of IN concentrations to aerosol particles. The correlation coefficients for power-law fits to the multi-study dataset are in a range of 0.6–0.8. As discussed in DM2010, their scheme significantly improves the agreement with the integrated dataset from the nine separate field studies where the M1992 scheme largely overestimates the observed IN concentrations (see Fig. 3 in DM2010).

b. Model integrations

The CAM5 with its finite volume dynamic core at the resolution of 0.9\(^\circ\) × 1.25\(^\circ\) in the horizontal and 30 levels in the vertical is used in this study. In addition, we have included a fix of the inconsistency of cloud macrophysics for cloud condensation and cloud microphysics for droplet activation caused by the time splitting in CAM5 (H. Morrison, NCAR, 2011, personal communication; Liu et al. 2011). Two 11-yr “free running” simulations of CAM5, one with the default M1992 scheme (CAM5O) and the other one with the DM2010 scheme (CAM5DM) for ice nucleation, are conducted following the prototype described in the second phase of the Atmospheric Model Intercomparison Project (AMIP II) (Gates et al. 1999) with sea surface temperatures (SST) and sea ice prescribed from the observations. The last 10 yr of data for these two runs are analyzed and compared.

c. Observations

The data used to compare with model simulations include clouds measured from the International Satellite Cloud Climatology Project (ISCCP; Rossow and Schiffer 1999), the Moderate Resolution Imaging Spectroradiometer (MODIS; Platnick et al. 2003), and the Cloud–Aerosol Lidar and Infrared Pathfinder Satellite Observation (CALIPSO). Radiation fluxes are from the Clouds and the Earth’s Radiant Energy System (CERES) observations (Wielicki et al. 1996) and the Earth Radiation Budget Experiment (ERBE; Barkstrom 1984). These observations except for CALIPSO are available from the NCAR CAM diagnostic data package (http://www. NG, ucar.edu/amp/amwg/diagnostics/). The CALIPSO data are obtained from the Cloud Feedback Model Intercomparison Project (CFMIP): the General Circulation Model–Oriented Cloud CALIPSO Product (GOCCP) (Chepfer et al. 2010). The CERES data are the Energy Balanced and Filled (EBAF) 2.6 product (Loeb et al. 2009), which provides monthly-mean top-of-the-atmosphere (TOA) radiative fluxes. The ISCCP data are from July 1983 to June 2008, and the MODIS data are from January 2003 to December 2010, the CALIPSO data are from June 2006 to December 2010, the ERBE data are from February 1985 to April 1989, and the CERES data are from March 2000 to February 2010. To improve the comparison between model clouds and satellite observations, outputs from the CFMIP (Bony et al. 2011) Observation Simulator Package (COSP) (Bodas-Salcedo et al. 2011; Kay et al. 2012b) embedded in CAM5 are used to compare with the corresponding satellite cloud observations. In addition to these satellite data, long-term ground-based cloud and radiation measurements from 1998 to 2010 at Barrow (71.3°N, 156.6°W) from the ARM Best Estimate (ARMBE) dataset (Xie et al. 2010) are also used for the model evaluation.

As discussed in earlier studies (e.g., Kay et al. 2012b; Pincus et al. 2012), large differences can exist among these satellite observations because of different instrument limitations and differences in the algorithms used to retrieve cloud properties. For example, there are considerable differences in cloud frequency between ISCCP and MODIS retrieved cloud types, particularly for high- and mid-top thin clouds, where the MODIS value is much smaller than the ISCCP value. This is mainly because of significant differences in the algorithms used to retrieve cloud-top pressure from these two datasets (Pincus et al. 2012). In addition, ISCCP can overestimates middle- top clouds when compared with MODIS under the situation that optically thin cirrus overlay low-top clouds. It should be noted that both ISCCP and MODIS use passive instruments and their interpretations of cloud measurements rely on albedo and thermal contrast between the clouds and the underlying surface. This can lead to large uncertainty in their retrieved cloud data in the Arctic region during the cold months when snow is present. In the Arctic, the active instrument CALIPSO probably provides the most reliable cloud observations because of its capability in detecting optically thin clouds and its retrieval that does not rely on albedo or thermal contrast (Kay et al. 2012a; Barton et al. 2012).

Differences are also found in radiative fluxes between CERES and ERBE, which are largely from the algorithms used to convert radiances into fluxes. The ERBE uses angular directional models (AMD) for the conversion, which have only four cloud amount classifications, while CERES uses surface type, cloud amount, phase, and optical depth for shortwave (SW) radiation and precipitable water, lapse rate, and emissivity for longwave (LW) radiation. Besides, the significant sea ice loss and warming in recent years in the Arctic region can also contribute to the differences between these two data sets. More discussion on these differences as well as on potential issues with ground-based measurements will
be given in next section, where these data are used in model evaluations.

3. Results

a. Impact on annual-mean clouds and cloud properties over the globe

Figures 1a–d compare IN concentrations in mixed-phase clouds simulated by CAM5O and CAM5DM. Consistent with previous studies (Prenni et al. 2007; DM2010), the IN concentrations produced by CAM5O are significantly larger (up to two orders of magnitude) than those predicted by CAM5DM at all latitudes. The IN concentrations increase with height and latitude in CAM5O with three maxima seen in the upper troposphere (400–300 hPa) associated with the ascending branches of the Hadley cell and the midlatitude cell (Fig. 1a). The IN concentrations are much higher at the middle and high latitudes than in the tropics (Fig. 1c). In contrast, the IN concentrations in CAM5DM are mainly located at northern midlatitude lands where there are large aerosol particles (mineral dusts) over the Sahara desert and Asian deserts (Figs. 1b,d). The lack of IN concentrations in the Antarctic region in CAM5DM is because of the lack of dust particles.

The change of the IN concentrations has a large impact on cloud water contents in the mixed-phase clouds. As shown in Figs. 2a,b, considerable differences are noticed in the annual-mean liquid water path (LWP) and ice water path (IWP) simulated with these two schemes particularly at high latitudes and the midlatitude storm track regions. Over these regions, the smaller IN concentrations simulated by CAM5DM result in an increase (\(>10 \text{ g m}^{-2}\)) of LWP and a decrease (\(<3 \text{ g m}^{-2}\)) of IWP. This has been shown to be caused by the slowdown of the Bergeron–Findeisen process in mixed-phase clouds, which results in a smaller conversion rate from cloud liquid to ice/snow based on the process analysis (Liu et al. 2007b; Xie et al. 2008; Liu et al. 2011).

Similar to LWP and IWP, the largest impact on clouds is also at high latitudes and midlatitude storm tracks, where there is a significant increase in midlevel clouds (Fig. 3b) and a large decrease in low-level clouds (Fig. 3c)
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with the use of the DM2010 scheme. Changes in high-
level clouds (Fig. 3a) are moderate with a general in-
crease of cloud amount seen over most regions. As
a result, the changes in total clouds (Fig. 3d) are rela-
tively small. In the tropics, moderate changes are seen
only in some regions for mid- and high-level clouds. For
example, there is a noticeable reduction in midlevel
clouds over the tropical Indian Ocean, intertropical
convergence zone (ITCZ), and South Pacific conver-
gence zone (SPCZ). This is because the change of ice
number concentrations mainly affects mixed-phase
clouds, which occur more often at higher latitudes than in
the tropics.

Directly linking the changes in cloud amount to the
changes in IN concentrations is difficult in CAM5 be-
cause its cloud fraction and cloud water contents are
determined by separate equations (Neale et al. 2010). In
CAM5, cloud fraction is diagnosed primarily based on
grid-mean relative humidity (RH) (and convective
updraft mass fluxes for cumulus clouds). This is in-
dicated by the strong correlation between changes
in mid- and high-level cloud amount (Figs. 3a,b) and
changes in mid- and upper-tropospheric RH (Figs. 4a,b).
The large increase of midlevel clouds is the result of
the large increase of midlevel RH.

However, the strong dependency on RH is not seen
for low-level clouds (Figs. 3c, 4c), which seem more re-
lated to lower-tropospheric stability (LTS) (Fig. 4d).
Here, the LTS is defined as the difference in potential
temperature at the model level of 691 hPa and the lowest
model level of 993 hPa. It is seen that the large decrease
of low-level cloud amount corresponds well with the
large decrease of LTS at high latitudes. The strong re-
lationship between low-level clouds and LTS was found
from both observational (e.g., Klein and Hartmann
1993) and modeling studies (e.g., Zhang et al. 2009; Kay
et al. 2011b; Barton et al. 2012). It should be noted that
the stratocumulus parameterizations based on LTS
developed by Klein and Hartmann (1993), which were
used in earlier versions of CAM, are no longer used in
CAM5. Nevertheless, LTS seems to still largely influ-
ence CAM5 low-level cloud simulations probably
through changing boundary layer structures. This war-
rants further investigation through detailed process-
level studies. The above results suggest that the changes
in cloud amount are the result of complex interactions
among cloud macrophysics, microphysics, and the large-
scale environment.

b. Important effect on Arctic clouds and radiation

The preceding results indicate that Arctic clouds have
the largest sensitivity to ice nucleation parameteriza-
tions, and therefore we will emphasize our analysis on
the Arctic region (60°–80°N) in the following discussion.
Beyond 80°N, there is generally a lack of satellite data,
especially during the winter months. Note that this se-
lection may leave out stronger signals of the impacts
with the change of ice nucleation scheme as indicated in
Figs. 2 and 3.

Figure 5 compares the annual-mean model-simulated
Arctic clouds with CALIPSO observations. The mean
errors and root-mean-square (RMS) errors are shown
at the top right of the panels. The model clouds are from
the CALIPSO simulator output. As discussed earlier,
the active CALIPSO instrument provides probably the
most reliable satellite measurements of clouds in the
Arctic region. In general, the CAM5O overproduces
the Arctic clouds at all altitudes with the largest biases
seen in low-level clouds as indicated by both mean and RMS errors (Figs. 5a,c,e). Consistent with Fig. 3, CAM5DM produces more midlevel clouds over almost the entire Arctic in comparison with CAM5O (Fig. 5d), indicating that the bias in midlevel clouds shown in Fig. 5c is exaggerated. The low-level clouds simulated by CAM5DM are fewer than CAM5O over most of the Arctic (Fig. 5f); however, the mean value is almost unchanged for these two runs. This is inconsistent with Fig. 3c, where low-level clouds are considerably reduced in CAM5DM. The inconsistency is caused by the fact that the clouds from satellite simulator output are only those clouds that the corresponding satellite sees, while the clouds produced by the models contain all types of clouds. For high-level clouds, the result is also mixed. A relatively large increase of high-level clouds is seen over Greenland and its nearby seas and over northern Russia, while a considerable reduction of cloud amounts is found in the Kara Sea, Barents Sea, Canada Basin, North Pacific Ocean, and Sea of Okhotsk (Fig. 5b). It is interesting to note that the regions with the largest decrease of high-level cloud amounts (e.g., in the Kara Sea and Barents Sea) correspond well with those where CAM5O has the largest overestimation of high-level clouds. This indicates the improved high-level cloud simulation over these regions with the new ice nucleation scheme. It should be noted that the color scale in Fig. 5 is different for the left and right panels. The differences in cloud amount between these two models (right panels) are much smaller than those between CAM5O and CALIPSO (left panels), as shown in both mean and RMS errors. This indicates that the changes in cloud amount particularly in low- and high-level cloud amounts are minor relative to the model errors.

Figure 6 shows the cloud frequencies averaged over March–September from 60° to 80°N for the nine ISCCP cloud types in ISCCP and the ISCCP simulator in CAM5O and CAM5DM. Only daytime data are used in obtaining the means because cloud optical thicknesses from ISCCP are determined from visible radiance measurements. We also exclude the boreal winter months in the Arctic region for the same reason. We first examine how sensitive the simulated cloud types are to the change of IN concentrations caused by the two ice nucleation schemes. This is the main purpose of this study. Consistent with earlier discussions, lower IN concentrations in
CAM5DM lead to a clear increase in middle-top clouds, particularly for optically intermediate and thick clouds where there is a roughly 30%–40% increase relative to those produced by CAM5O. For high- and low-top clouds, however, the results are mixed. The CAM5DM generates fewer optically thin and intermediate high-top clouds and optically thin low-top clouds while it simulates more optically thick high-level clouds and optically intermediate and thick low-top clouds.

Similar results are seen in Fig. 7, which displays results from MODIS and the MODIS simulator, even though the magnitude of these changes in cloud types is slightly different from ISCCP. The only inconsistency between the two simulator outputs is in optically thin middle-top clouds for which CAM5DM has more ISCCP type of thin middle-top clouds than CAM5O while the opposite result is seen from the MODIS simulator output. Overall, the smaller IN concentrations in CAM5DM result in an increase of cloud optical depth $\tau$ of Arctic clouds and therefore clouds are much brighter than those in CAM5O. This has a large impact on the radiative budget in the Arctic region, as we will discuss later. It is noticed that there is an overall decrease of high-top cloud amount in CAM5DM relative to CAM5O, as shown in Figs. 6 and 7. This is also inconsistent with the increase in high-level clouds in CAM5DM seen in Figs. 3 and 5. In addition to the difference in viewing clouds between satellite and climate models as discussed earlier, this is also partially because Figs. 6 and 7 only use daytime data from March to September while Figs. 3 and 5 are annual means that include both seasonal and diurnal variability.

We now compare these model results with the ISCCP and MODIS observations shown in Figs. 6 and 7. There are large differences between the two satellite datasets, specifically for high- and middle-top thin clouds, where MODIS is about 20% of the ISCCP value. As indicated earlier, this is mainly because of considerable differences in the algorithms used to retrieve cloud-top pressure in these two datasets. Despite these differences between these two datasets, it appears that CAM5DM slightly improves the model simulation of optically thin low-top clouds while it exaggerates the problem that the model produces too many optically thick middle- and high-top clouds relative to both the ISCCP and MODIS observations.
We next examine the collective impact of the change of cloud types on cloud radiative forcing (CRF) at the TOA. The CRF is calculated by taking the difference between clear-sky and all-sky radiative fluxes. Similarly, Fig. 8 shows the mean cloud radiative forcing at the TOA averaged from March to September and between 60° and 80°N from the ERBE and CERES observations and from the two model simulations. In comparison with CAM5O, CAM5DM has a stronger LW, SW, and net cloud radiative forcing (cooling) at the TOA. The differences are about 1.4 and −3.9 W m⁻² for the LW and SW CRF, respectively, which results in −2.5 W m⁻² in net CRF cooling (Fig. 8d). This is consistent with the fact that clouds are brighter in CAM5DM than CAM5O as discussed earlier. The stronger CRF produced by CAM5DM is seen over the entire Arctic region with considerable spatial variability (Fig. 9).

We note that the differences shown in the TOA CRF between CAM5O and CAM5DM are well within the uncertainty in the observations, which can be roughly represented by the differences between the two satellite observations. As shown in Fig. 8, CERES shows a similar LW CRF but 6.8 W m⁻² smaller SW CRF than ERBE. This leads to a smaller net CRF (by 8 W m⁻²) in CERES than the ERBE value in this region. Again, the differences in these two satellite datasets are largely caused by the algorithms used to convert radiances into fluxes as discussed in section 2c.
the uncertainty can help better assess the model performance.

c. Comparison with ground-based observations

In this section, we perform a further evaluation of the performance of these two ice nucleation schemes in simulating Arctic clouds and radiation with the decade-long ARM measurements at its Barrow site (71.3°N, 156.6°W). Specifically, we use the ARMBE dataset, which is an hourly dataset that assembles cloud and radiation measurements from relevant ARM value-added products with stringent quality controls applied to remove
suspicious data points (Xie et al. 2010). Model results at a model grid point that is closest to the ARM Barrow site are compared with the ARM observations. The location of the selected model grid point is 71.15°N, 156.25°W, which represents an area of 110 km × 35 km. One common problem with using ground-based data in climate model evaluations is that the observations are often available at a limited number of stations and they may not be representative of an area that a typical current climate model grid box represents. This is particularly true for the ARM Barrow site, which is coastal. As a result, the corresponding CAM grid cell for ARM Barrow is a mix of land and ocean. This issue should be borne in mind when interpreting model–observation comparison results.

Figures 10a–c show the time–pressure cross section of observed and simulated monthly-mean cloud fraction at 15 AUGUST 2013 X I E E T A L . 5991
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Barrow from ARM, CAM5O, and CAM5DM, respectively. Their seasonal-mean vertical profiles for spring [March–May (MAM)], summer [June–August (JJA)], fall [September–November (SON)], and winter [December–February (DJF)] are displayed in Fig. 11. The observations are based on 13-yr ARM cloud measurements from 1998 to 2010 by integrating measurements from the ARM cloud radar and other sensors using the active remotely sensed clouds locations (ARSCL) algorithm (Clothiaux et al. 2000). One issue with the ARSCL clouds is that cloud radar tends to underestimate the cloud-top heights for high-altitude clouds because it is unable to detect cloud particles that are too small. One way to address this issue is to developing and implementing a ground-based cloud radar simulator in climate models as it has been done for satellites (i.e., COSP). Without using a cloud radar simulator, it will be difficult to quantitatively evaluate model performance with ground-based cloud radar measurements. Another issue is that cloud radar–detected cloud base can be contaminated with ice precipitation. To reduce this problem, we use the ARM laser ceilometers and micropulse lidar measurements, which are usually insensitive to ice precipitation or clutter, to determine the cloud base (Xie et al. 2010). As

![Fig. 8. The CRF at the TOA averaged over March–September for the Arctic region (60°–80°N) from measurements and models. For (a) LW CRF; (b) SW CRF; (c) net CRF; and (d) differences in LW, SW, and net CRF between CAM5DM and CAM5O.](image)
indicated by Clothiaux et al. (2000), the laser ceilometers and micropulse lidar can provide quite accurate cloud-base measurements.

Even with these issues, the cloud radar and other remote sensors provide valuable information about the vertical distribution of clouds over the ARM Barrow site and are useful for qualitative assessment of climate models (e.g., Qian et al. 2012). As indicated in Fig. 10a, the ARM data show that low-level clouds (below 800 hPa) occur most frequently over the ARM Arctic observational site. This feature is well captured by CAM5O. However, CAM5O significantly overestimates the observed clouds at all altitudes for all seasons. The errors in CAM5O-simulated cloud fraction above 600 hPa are typically larger than the observed temporal variability in its seasonal mean (Fig. 11). The overestimate in the upper troposphere could be partially because cloud radar is not able to detect small cloud particles. Again, this suggests the need for a ground-based radar simulator to improve the model–observation comparison. It is noted that the problem with excessive clouds in the lower troposphere shown in CAM5O is largely reduced in CAM5DM, specifically for the spring, fall, and winter. In the middle and upper troposphere, CAM5DM produces more clouds for all the seasons than CAM5O.

Consistent with earlier discussions, CAM5DM simulates more LWP relative to CAM5O except for May and June where both models simulate comparable LWP.

**Fig. 9.** Polar maps of differences in CRF at the TOA averaged over March–September between CAM5DM and CAM5O for (a) SW CRF, (b) LW CRF, and (c) net CRF.
One long-standing error in CAM-simulated clouds is that they contain very little liquid during the winter months in the Arctic region. This problem is seen in Fig. 12a, which shows that CAM5O has almost zero liquid in its clouds produced from November to March. It is encouraging to see that this error is clearly reduced with the use of the new ice nucleation scheme. Overall, the low LWP bias in CAM5O is considerably reduced in CAM5DM when compared with the ARM data. Nevertheless, the simulated LWP is still too low in CAM5DM during the fall season where low-level mixed-phase clouds usually dominate. Note that the observed LWP was retrieved from the microwave radiometer (MWR) measurements using the algorithm described by Turner et al. (2007), which has an uncertainty of 15–25 g m$^{-2}$. The generally smaller LWP and more clouds produced by both models in comparison with the ARM observations suggest lower liquid water contents contained in the modeled clouds, which is consistent with the results from Liu et al. (2011).

Figure 12b shows the observed and modeled cloud IWP at Barrow. Note that both observed and modeled IWPs include the snow component since the observations cannot separate snow from ice. There are two sources for the observed IWP, which are all based on the ARM cloud radar and lidar measurements. One is obtained from the ARM baseline cloud microphysical properties (MICROBASE) value-added product (Dunn et al. 2011). Another one is derived using the algorithm described in Shupe et al. (2005) and Turner (2005) (Shupe–Turner). As shown in Zhao et al. (2012), the major differences in IWP between MICROBASE and Shupe–Turner are from their different cloud phase classifications and corresponding different cloud ice boundaries, and different IWP determination methods. MICROBASE determines the cloud phase simply based on temperature (i.e., $T$). Ice, mixed-phase, and liquid clouds are defined for $T \leq -16^\circ C$, $-16^\circ C < T < 0^\circ C$, and $T \geq 0^\circ C$, respectively. Differently, Shupe–Turner uses a much more complicated method to determine cloud phases. This causes some differences in IWP derived from these two methods. In general, the IWP from Shupe–Turner is larger than that from MICROBASE, especially in the spring and fall where the Shupe–Turner data show seasonal maxima. The two peaks are related to ice occurrence in the atmosphere (in any type of clouds), which has seasonal maxima in the spring and fall, with relatively less occurrence in the midwinter (because of slightly fewer total clouds) and summer (because of warmer temperatures) as shown in Shupe (2011, Fig. 2a). A similar annual cycle (i.e., two peaks in the fall and spring, respectively) can be seen in the Surface Heat Budget of the Arctic Ocean (SHEBA) data (Shupe et al. 2005, 2006). Both the Shupe–Turner and MICROBASE datasets show large interannual variability which makes their difference not very significant for most of the months. Relative to the observations, both models largely overestimate the observed IWPs during the summer and winter months although a slight improvement is seen in CAM5DM.

The differences in the cloud properties can impact radiation. Both CAM5O and CAM5DM capture the seasonal variability of downwelling SW and LW radiative fluxes at the surface well, but they overestimate the observed SW during the spring, fall, and winter while they underestimate it in the summer (Fig. 13a). These errors are typical larger than the standard deviation of the monthly-mean observations. Slight improvements in the simulated radiative fluxes are seen in CAM5DM, particularly in the winter months. These improvements are thought to be related to the increase of LWP during this period in CAM5DM, which contributes to a reduction in SW radiative flux and an increase in LW radiative
flux at the surface. However, these changes are minor and are not statistically significant.

4. Summary and discussion

Parameterization of ice nucleation processes in climate models is often based on very limited field studies and therefore has large uncertainties. In this study, we have examined two different ice nucleation schemes with CAM5. One is the scheme developed by M1992, in which the ice number concentration is parameterized as a function of ice supersaturation without considering its spatial and temporal variations with respect to aerosol properties. This is the default scheme used in CAM5. Another one is the more physically based scheme described in DM2010, which links the variation of ice number concentration to aerosol (dust) particles larger than 0.5 μm in diameter in addition to the dependency of temperature. The main purpose is to study the sensitivity of model clouds and radiation to these two different ice nucleation schemes. Model simulations of clouds and radiation are also compared with both satellite and ground-based observations. The focus of the analysis has been in the Arctic region (60°–80°N).
The DM2010 scheme has resulted in a significant reduction (up to two orders of magnitude) of IN concentrations at all latitudes. Changes in cloud amount are mainly seen at high latitudes and the midlatitude storm tracks, where there is a considerable increase in midlevel clouds and a decrease in low-level clouds. The changes in cloud amount result from the complex interaction among cloud macrophysics, microphysics, and the large-scale environment. We have shown that changes in mid- and high-level clouds correspond well with changes in RH while changes in low-level clouds are more related to lower-tropospheric stability. Over these regions, a considerable increase of LWP and decrease of IWP have been found, which are caused by the slowdown of the Bergeron-Findeisen process in mixed-phase clouds caused by the reduction of IN concentrations with the use of DM2010 scheme. There are some inconsistencies regarding the changes in cloud amount and water content, such as the DM2010 scheme, which result in an increase of LWP but a decrease of IWP have been found, which are caused by the slowdown of the Bergeron-Findeisen process in mixed-phase clouds caused by the reduction of IN concentrations with the use of DM2010 scheme. There are some inconsistencies regarding the changes in cloud amount and water content, such as the DM2010 scheme, which result in an increase of LWP but a decrease of IWP have been found, which are caused by the slowdown of the Bergeron-Findeisen process in mixed-phase clouds. Overall, the DM2010 scheme has resulted in an increase of optical depth of Arctic clouds and made Arctic clouds brighter. As a result, DM2010 has led to a stronger SW, LW, and net cloud radiative forcing (cooling) at the TOA.

Differences are often seen in different satellite datasets because of considerable differences in the algorithms used to retrieve cloud and radiation properties from satellite measurements. Despite these differences, it appears that the DM2010 scheme slightly improves the model simulation of optically thin low-level clouds, while it exaggerates the problem that the model produces too many optically thick mid- and high-level clouds when compared with both the ISCCP and MODIS observations in the Arctic. A comparison with CALIPSO clouds indicates that the default CAM5 overproduces the Arctic clouds in all altitudes, especially at low levels. The new IN scheme leads to a slight reduction in the low-level cloud amount over most of the Arctic, while it exaggerates the biases in midlevel clouds.

The simulated cloud types in the Arctic region are sensitive to the change of the IN concentrations. Relative to the M1992 scheme, the DM2010 scheme has led to a large increase in optically intermediate and thick middle-top clouds and a moderate increase in optically thick high- and low-top clouds. It generally generates fewer optically thin high- and low-top clouds. The ARM long-term ground-based measurements at its Barrow site are also used to evaluate CAM5 cloud
and radiation simulations. It has been seen that CAM5 with the DM2010 scheme produces clearly better results in simulating low clouds and their properties relative to the ARM data. The increased LWP in CAM5DM, particularly during the winter months, is very encouraging because CAM-simulated cold clouds often contain very little liquid. The better-simulated clouds lead to slightly better simulations in surface SW and LW radiative fluxes; however, these improvements are not statistically significant.

Results from this study indicate the importance of a better representation of ice nucleation process in mixed-phase clouds in climate models, especially for high latitudes where mixed-phase clouds are one dominant cloud type. Linking ice nucleation parameterization to aerosol properties allows climate models to better represent aerosol–cloud coupling and aerosol indirect forcing. Recent studies have investigated the aerosol impact on pure ice (cirrus) clouds through homogeneous and heterogeneous ice nucleation with various ice nucleation schemes in CAM5 (Gettelman et al. 2012; Liu et al. 2012a). Gettelman et al. (2012) showed that the indirect effect of anthropogenic aerosols on cirrus clouds can be around 0.27 ± 0.1 W m⁻² (1σ uncertainty), which occurs as a result of increasing homogeneous nucleation of anthropogenic sulfate in CAM5. Liu et al. (2012a) indicated that dust ice nuclei can change the present-day net cloud forcing of cirrus clouds by −0.24 ± 0.28 W m⁻² to −0.40 ± 0.20 W m⁻² in CAM5 because of its inhabitation of homogeneous nucleation of sulfate with different formulations of heterogeneous dust ice nucleation.

We note that the dependence on aerosol properties of ice nucleation parameterizations requires more accurate simulations of aerosol fields in the climate models. Like most climate models, CAM5 has a low bias in its predicted aerosol concentrations in the Arctic because of the too fast wet removal of aerosols during their transport from midlatitudes (Liu et al. 2012b). The low aerosol concentration bias can result in a low bias in cloud droplet and ice crystal number concentrations. This increases the droplet size and accelerates the autoconversion from cloud liquid water to rainwater and thus leads to a low cloud liquid water bias in CAM5 (Liu et al. 2011). On the other hand, the lower ice crystal number will result in a slower conversion from cloud liquid to ice by the Bergeron–Findeisen process. The net effect on cloud water content will be investigated in a future study. Recent studies (e.g., Wang et al. 2013) have shown that improved representations of aerosol (e.g., for aerosol transport and removal of aerosols in convective clouds) and cloud micro- and macrophysics have significantly improved the aerosol simulations, especially at high latitudes. More robust evaluations of these physically based ice nucleation schemes could be done with improved aerosol simulations and observations in the future.
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