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Abstract. This paper concerns the Fibonacci-Horner decomposition of the matrix powers $A^n$ and the matrix exponential $e^{tA}$ ($A \in M(r; \mathbb{C})$, $t \in \mathbb{R}$), which is derived from the combinatorial properties of the generalized Fibonacci sequences in the algebra of square matrices. More precisely, $e^{tA}$ is expressed in a natural way in the so-called Fibonacci-Horner basis with the aid of the dynamical solution of the associated ordinary differential equation. Two simple processes for computing the dynamical solution and the fundamental system of solutions are given. The connection to Verde-Star’s approach is discussed. Moreover, an extension to the computation of $f(A)$, where $f$ is an analytic function is initiated. Finally, some illustrative examples are presented.
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1. Introduction. It is well known that the computation of $e^{tA}$, where $A \in M(r; \mathbb{C})$ (the algebra of square $r \times r$ matrices) plays a central role in many fields of mathematics and applied sciences. There is a large variety of methods for computing the exponential of a matrix and the differential equation method is among them; see [4, 6, 7, 9, 12, 13] and references therein. As a consequence, diverse decompositions of $e^{tA}$ have been considered in the literature, associated with various kinds of bases for the vector space of polynomials; see, e.g., [4, 6, 7, 9, 12, 13, 14]. An approach for the decomposition of $e^{tA}$ related to the combinatorial expression of generalized Fibonacci sequences (see [8, 10]) is studied in the recent papers [1, 2, 11]. Indeed, many important results in [1, 2, 11] are derived from combinatorial expressions of these scalar recursive sequences that have been extended to linear recursive relations in the algebra of square matrices.

In this paper we provide two elementary methods for computing the exponential $e^{tA}$ ($A \in M(r; \mathbb{C})$, $t \in \mathbb{R}$) in the Fibonacci-Horner basis and give their applications in some simple situations. Our approach is based on the connection between the linear recurrence relations in $M(r; \mathbb{C})$ and a combinatorial method for computing the powers $A^n$ and $e^{tA}$ (see [1, 2, 11]). More precisely, the aforementioned decomposition of $e^{tA}$ is derived from two simple practical processes for computing the dynamical solution of a specific scalar $r$-th order homogeneous linear differential equation. Moreover, the
usual polynomial decomposition of $e^{tA}$ can be recovered. Finally, an application of the preceding methods to the computation of $f(A)$, where $f$ is an analytic function, is also initiated.

This paper is organized as follows. In Section 2, using a standard computation, we give the basic Fibonacci-Horner basis, as well as the relationship between the matrix exponential and the system of fundamental solutions of an associated scalar linear differential equation of order $r$. We also state our main problem of computing explicitly the dynamical solution and the fundamental system of solutions of this differential equation. In Section 3, we illustrate our first method, called elimination process, providing the dynamical solution of the preceding differential equation. The decomposition of $e^{tA}$ in some important situations is also studied. In Section 4, we give a functional process which permits us to establish an explicit expression of the dynamical solution and obtain the Fibonacci-Horner decomposition of $e^{tA}$. Also, a connection between our approach and the one by Verde-Star is established. In Section 5, we improve the Fibonacci-Horner decomposition of $f(A)$, when $f$ is an analytic function. Finally, Section 6 is devoted to some illustrative examples.

2. Fibonacci-Horner decomposition of the matrix exponential and dynamical solution. Let $A \in M(r; \mathbb{C})$ and let $P(z) = z^r - a_0 z^{r-1} - \cdots - a_{r-1}$ be its characteristic polynomial. Following the Cayley-Hamilton Theorem we have $P(A) = \Theta_r$ (the zero $r \times r$ matrix). Therefore, the sequence of matrices $\{A^n\}_{n \geq 0}$ is an $r$-generalized Fibonacci sequence in $M(r; \mathbb{C})$, whose coefficients and initial conditions are $a_0, \ldots, a_{r-1}$ and $A^0 = I_r$ (the identity matrix), $A, \ldots, A^{r-1}$, respectively. When $A$ is invertible, we consider for reasons of convenience the $r$-generalized Fibonacci sequence $\{A^n\}_{n \geq -r+1}$, whose coefficients and initial conditions are $a_0, \ldots, a_{r-1}$ and $A^{-r+1}, \ldots, A^{-1}, A^0 = I_r$, respectively. Following results of [1, 10, 11], we have

$$A^n = u_n A_0 + u_{n-1} A_1 + \cdots + u_{n-r+1} A_{r-1}, \text{ for every } n \geq r,$$

such that

$$A_0 = I_r; \quad A_i = A^i - a_0 A^{i-1} - \cdots - a_{i-1} I_r, \text{ for every } i = 1, \ldots, r - 1$$

and the sequence $\{u_n\}_{n \geq -r+1}$ defined by

$$u_n = \sum_{k_0 + 2k_1 + \cdots + rk_{r-1} = n} \frac{(k_0 + k_1 + \cdots + k_{r-1})!}{k_0! k_1! \cdots k_{r-1}!} a_0^{k_0} a_1^{k_1} \cdots a_{r-1}^{k_{r-1}}$$

for every $n \geq 1$, with $u_0 = 1$ and $u_n = 0$ for $-r + 1 \leq n \leq -1$. It was established in [8, 10] that the sequence $\{u_n\}_{n \geq -r+1}$ satisfies the following linear recurrence relation:

$$u_{n+1} = a_0 u_0 + a_1 u_{n-1} + \cdots + a_{r-1} u_{n-r+1}, \text{ for every } n \geq 0.$$ 

In other words, $\{u_n\}_{n \geq -r+1}$ is an $r$-generalized Fibonacci sequence.

In fact, a simple induction shows that the decomposition (2.1) of the powers $A^n$ ($n \geq r$) is still valid for every $r \times r$ complex matrix $A$ (invertible or not), with the $A_j$ ($0 \leq j \leq r - 1$) given by (2.2) and the sequence $\{u_n\}_{n \geq -r+1}$ by (2.3).
The set of matrices \( \{ A_0, A_1, \ldots, A_{r-1} \} \) is called the Fibonacci-Horner basis of the power decomposition (2.1) of \( A \). Indeed, this basis is derived from the Fibonacci combinatorial process and we show that each matrix \( A_j \) (\( 0 \leq j \leq r-1 \)) given by (2.2) satisfies \( A_j = h_j(A) \), where \( h_0(z) = 1, h_1(z) = z - a_0, \ldots, h_j(z) = zh_{j-1}(z) - a_{j-1}, \ldots, h_{r-1}(z) = zh_{r-2}(z) - a_{r-2} \) and \( h_r(z) = zh_{r-1}(z) - a_{r-1} = P(z) \) are the Horner polynomials associated with the characteristic polynomial \( P(z) \).

For the computation of \( e^{tA} \) we consider the expression \( e^{tA} = \sum_{n \geq 0} \frac{t^n}{n!} A^n \). A straightforward computation using (2.1)-(2.3) allows us to derive the following result.

**Proposition 2.1.** Let \( A \in M(r; \mathbb{C}) \) with characteristic polynomial \( P(z) = z^r - a_0 z^{r-1} - \cdots - a_{r-1} \). Then,
\[
e^{tA} = \varphi^{(r-1)}(t)A_0 + \varphi^{(r-2)}(t)A_1 + \cdots + \varphi(t)A_{r-1},
\]
where \( \varphi^{(k)}(t) \) is the \( k \)-th derivative of function,
\[
\varphi(t) = \sum_{n=0}^{+\infty} u_n \frac{t^{n+r-1}}{(n + r - 1)!}.
\]

Expression (2.4) shows that \( \varphi(t) \) satisfies the following ordinary differential equation \( y^{(r)}(t) = a_0 y^{(r-1)}(t) + a_1 y^{(r-2)}(t) + \cdots + a_{r-1} y(t) \). Moreover, using (2.6), we establish easily that the \( k \)-th derivative of the function \( \varphi(t) \) satisfies \( \varphi^{(k)}(0) = 0 \) for \( k = 0, 1, \ldots, r-2 \) and \( \varphi^{(r-1)}(0) = 1 \). Hence, the function \( \varphi(t) \) given by (2.6) is nothing else but the dynamical solution of the preceding differential equations (see [7, 13]). Also (2.5) shows that the coefficients of \( e^{tA} \) in the Fibonacci-Horner basis are the elements of the fundamental system of solutions \( \{ \varphi(t), \varphi'(t), \ldots, \varphi^{(r-2)}(t), \varphi^{(r-1)}(t) \} \) of the preceding differential equation.

By Proposition 2.1 the decomposition of \( e^{tA} \) in the Fibonacci-Horner basis, depends on the knowledge of the dynamical solution \( \varphi(t) \) given by (2.6). The goal of the next section is to study the question of computing explicit formulas for this function.

**Remark 2.2.** Expressions (9)-(10) of [1] give the closed relation between the Fibonacci decomposition and the polynomial decomposition of the powers and the exponential of matrices. Expressions (2.1)-(2.2) give \( A^n = \rho_0(n)I_r + \rho_1(n)A + \cdots + \rho_{r-1}(n)A^{r-1} \), where \( \rho_k(n) = u_{n-k-1} - \sum_{j=1}^{k} a_{r-k+j-1} u_{n-j} \). Therefore, (2.5) implies that we have the polynomial decomposition \( e^{tA} = \sum_{j=0}^{r-1} \Omega_j(t)A^j \), where \( \Omega_k(t) = \frac{t^k}{k!} + \sum_{n \geq r} \frac{t^n}{n!} \rho_k(n) \) (see [1]).

**Remark 2.3.** In [13] improved expressions for \( A^n \) and \( e^{tA} \) are obtained with the aid of the dynamical solution. In the latter case, this is done in various forms, using a specific technique of the theory of divided differences. In Verde-Star’s approach Horner polynomials play an important role. Moreover, this approach is also considered in [14] for the study of functions of matrices in connection with partial fraction decompositions (see [5]). We shall discuss this aspect in Subsection 4.2 below.
Remark 2.4. Regarding expression (2.6) of the dynamical solution and its derivatives, knowledge of the eigenvalues of the matrix $A$ is not necessary. From a computational point of view it seems more convenient to consider (2.6). However, the problem with this expression is that the coefficients $u_n$ may grow fast and somewhat irregularly. This occurs when approximations in (2.6) are considered. For this problem it seems natural to take into account properties of the asymptotic behavior of $r$-generalized Fibonacci sequences that have been studied in the literature (see, e.g., [3]). Indeed, this may help to control asymptotically the growth and the irregularity of $u_n$ for large $n$, and to study approximations of (2.6).

3. Fibonacci-Horner decomposition of $e^{tA}$: elimination process. Let $A \in M(r; \mathbb{C})$ and suppose that $\lambda_1, \lambda_2, \ldots, \lambda_p$ are the distinct roots of its characteristic polynomial $P(z) = z^r - a_0z^{r-1} - \cdots - a_{r-1}$, having multiplicities $m_1, \ldots, m_p$, respectively. It is well known that the dynamical solution $\varphi(t)$ given by (2.6) can be expressed in the following form:

$$
\varphi(t) = R_1(t)e^{t\lambda_1} + R_2(t)e^{t\lambda_2} + \cdots + R_p(t)e^{t\lambda_p},
$$

where $R_j(t)$ $(1 \leq j \leq p)$ are polynomial functions of degree $m_j - 1$. More precisely, the polynomials $R_j(t)$ $(1 \leq j \leq p)$ are derived from the initial conditions

$$
\varphi(0) = \varphi'(0) = \cdots = \varphi^{(r-2)}(0) = 0, \quad \text{and} \quad \varphi^{(r-1)}(0) = 1.
$$

For a matrix $A$ of large order $r$, computing the polynomials $R_j(t)$ $(1 \leq j \leq p)$ by (3.2) is not a very simple task in general. Meanwhile, recently verde-star’s theory permits to obtain the polynomials $R_j(t)$ $(1 \leq j \leq s)$ using the method of divided difference (see [13]). In Subsection 4.2 we bring focus to this observation.

The aim of this section is to disassociate the value of the polynomials $R_j(t)$ $(1 \leq j \leq p)$ from the linear systems that we construct, using only a direct computation and without resorting to existing techniques in the literature. Thus, we derive the explicit Fibonacci-Horner decomposition of $e^{tA}$ with the aid of (2.5)-(2.6) and (3.2). For reasons of clarity, we shall first illustrate our method in the three cases $p = 1, 2$ and 3.

Suppose that the characteristic polynomial $P(z) = z^r - a_0z^{r-1} - \cdots - a_{r-1}$ of the matrix $A$ has a unique root $\lambda$; that is, $P(z) = (z - \lambda)^r$. Therefore, expression (3.1) of the dynamical solution can be written as $\varphi(t) = R(t)e^{t\lambda}$, where $R(t)$ is a polynomial of degree $r - 1$. If we consider the Taylor expansion of $R(t)$ we have

$$
R(t) = \sum_{k=0}^{r-1} \frac{R^{(k)}(0)}{k!} t^k = \varphi(t)e^{-t\lambda}. \quad \text{The initial conditions (3.2) imply that } R^{(k)}(0) = 0 \text{ for } 0 \leq k \leq r - 2 \text{ and } R^{(r-1)}(0) = 1. \quad \text{Hence, we have the following result.}
$$

Proposition 3.1. Let $A \in M(r; \mathbb{C})$ with characteristic polynomial $P(z) = (z - \lambda)^r$. Then, $e^{tA} = \varphi^{(r-1)}(t)A_0 + \varphi^{(r-2)}(t)A_1 + \cdots + \varphi(t)A_{r-1}$, where $\varphi^{(k)}(t)$ is the $k$-th derivative of the function $\varphi(t) = \frac{e^{t\lambda}}{(r-1)!}$. 
Suppose that the characteristic polynomial \( P(z) = z^r - a_0 z^{r-1} - \cdots - a_{r-1} \) of the matrix \( A \) has two distinct roots \( \lambda_1 \) and \( \lambda_2 \), of multiplicities \( m_1 \) and \( m_2 \), respectively, where \( m_1 + m_2 = r \). Hence, we have \( P(z) = (z - \lambda_1)^{m_1} (z - \lambda_2)^{m_2} \) and expression (3.1) of the dynamical solution can be written as \( \varphi(t) = R_1(t) e^{\lambda_1 t} + R_2(t) e^{\lambda_2 t} \), where \( R_j(t) (j = 1, 2) \) is a polynomial of degree \( m_j - 1 \). The main task here is to determine the explicit formulas of the polynomials \( R_j(t) \) \( (j = 1, 2) \). Starting from the Taylor expansions \( R_j(t) = \sum_{k=0}^{m_j-1} R_j^{(k)}(0) \frac{t^k}{k!} \) of \( R_j(t) \) \( (j = 1, 2) \), we determine first the polynomial \( R_1(t) \). Since \( R_2(t) \) is of degree \( m_2 - 1 \) and \( \varphi(t) e^{-\lambda_2 t} = R_1(t) e^{(\lambda_1 - \lambda_2) t} + R_2(t) \), we can eliminate \( R_2(t) \) after the derivative of order \( m_2 \) of both sides of this later expression. Indeed, we have

\[
\psi(t) = \varphi(t) e^{-\lambda_2 t} = \sum_{l=0}^{m_2} \left( \begin{array}{c} m_2 \\ l \end{array} \right) R_1^{(l)}(t) (\lambda_1 - \lambda_2)^{m_2-l},
\]

where \( \left( \begin{array}{c} m_2 \\ l \end{array} \right) = \frac{m_2!}{l!(m_2-l)!} \) and \( \varphi(t) = \sum_{s=0}^{m_2} (-\lambda_2)^{m_2-s} \varphi^{(s)}(t) \). If we set \( C_l = \left( \begin{array}{c} m_2 \\ l \end{array} \right) (\lambda_1 - \lambda_2)^{m_2-l} \), we have \( \psi^{(k)}(t) = \sum_{l=0}^{m_2} C_l R_1^{(l+k)}(t) \), with \( 0 \leq l + k \leq m_1 - 1 \). Since \( \varphi^{(k)}(0) = 0 \) for \( 0 \leq k \leq r-2 \) and \( \varphi^{(r-1)}(0) = 1 \), we derive that \( \varphi_1^{(k)}(0) = 0 \) for \( 0 \leq k \leq m_1 - 2 \) and \( \varphi_1^{(m_1-1)}(0) = 1 \). Hence, for \( k = m_1 - 1 \) we have \( \psi^{(m_1-1)}(0) = 1 \) and \( \psi^{(k)}(0) = 0 \) for \( k = 0, \ldots, m_1 - 2 \). These equations imply that the Taylor coefficients \( R_1^{(k)}(0) (0 \leq k \leq m_1 - 1) \) of the polynomial \( R_1(t) \) satisfy the following system of linear equations:

\[
(3.3) \quad C_0 R_1^{(m_1-1)}(0) = 1 \quad \text{and} \quad \sum_{j=0}^{s-1} C_j R_1^{(m_1-s+j)}(0) = 0 \quad \text{for} \ 2 \leq s \leq m_1 - 1.
\]

The same argumentation shows that the Taylor coefficients of the polynomial \( R_2(t) \) satisfy the following system of linear equations:

\[
(3.4) \quad K_0 R_2^{(m_2-1)}(0) = 1 \quad \text{and} \quad \sum_{j=0}^{s-1} K_j R_2^{(m_2-s+j)}(0) = 0 \quad \text{for} \ 2 \leq s \leq m_2,
\]

where \( K_l = \left( \begin{array}{c} m_2 \\ l \end{array} \right) (\lambda_2 - \lambda_1)^{m_2-l} \). Since \( \lambda_1 \neq \lambda_2 \), a simple iterative process shows that each one of the two systems (3.3) and (3.4) has a unique solution.

**Proposition 3.2.** Let \( A \in M(r; \mathbb{C}) \) with characteristic polynomial \( P(z) = (z - \lambda_1)^{m_1} (z - \lambda_2)^{m_2} \) \( (m_1 + m_2 = r) \). Then, \( e^{tA} = \varphi^{(r-1)}(t) A_0 + \varphi^{(r-2)}(t) A_1 + \cdots + \varphi(t) A_{r-1} \), where \( \varphi(t) = R_1(t) e^{\lambda_1 t} + R_2(t) e^{\lambda_2 t} \) is the associated dynamical solution; \( R_1(t), R_2(t) \) are polynomials of degree \( m_1 - 1, m_2 - 1 \), respectively, whose Taylor coefficients \( R_j^{(k)}(0) (j = 1, 2 \text{ and } 0 \leq k \leq m_j - 1) \) are solutions of the two elementary linear systems of equations (3.3)-(3.4).

The preceding method can be extended to the case of distinct roots \( \lambda_1, \ldots, \lambda_p \) \( (p \geq 3) \) of \( P(z) \). For reason of clarity, let us suppose that \( P(z) = z^r - a_0 z^{r-1} - a_1 z^{r-2} - \cdots - a_{r-1} \).
\[ \cdots - a_{r-1} \] has three distinct roots \( \lambda_1, \lambda_2 \) and \( \lambda_3 \) of multiplicities \( m_1, m_2 \) and \( m_3 \), respectively, where \( m_1 + m_2 + m_3 = r \); that is \( P(z) = (z - \lambda_1)^{m_1}(z - \lambda_2)^{m_2}(z - \lambda_3)^{m_3} \).

Therefore, (3.1) can be written as \( \varphi(t) = R_1(t)e^{\lambda_1 t} + R_2(t)e^{\lambda_2 t} + R_3(t)e^{\lambda_3 t} \), where \( R_j(t) (j = 1, 2, 3) \) is a polynomial of degree \( m_j - 1 \). The main task here is to determine the explicit expressions of each polynomial \( R_j(t) (j = 1, 2, 3) \). As in the preceding case, we are going to exhibit the polynomial \( R_1(t) \). To this aim, we consider the Taylor expansions \( R_j(t) = \sum_{k=0}^{m_j-1} \frac{R_j^{(k)}(0)}{k!} t^k \) of \( R_j(t) (j = 1, 2, 3) \). Since \( R_3(t) \) is of degree \( m_3 - 1 \) and \( \varphi(t)e^{-\lambda_3 t} = R_3(t)e^{(\lambda_1 - \lambda_3)t} + R_2(t)e^{(\lambda_2 - \lambda_3)t} + R_3(t) \), we derive that

\[
(3.5) \quad \varphi_3(t) e^{-\lambda_3 t} = \left( \sum_{j=0}^{m_3} \binom{j}{m_3} R_1^{(j)}(t) (\lambda_1 - \lambda_3)^{m_3-j} \right) e^{(\lambda_1 - \lambda_3)t} + R_{2,3}(t) e^{(\lambda_2 - \lambda_3)t},
\]

where \( \varphi_3(t) = \sum_{j=0}^{m_3} \binom{j}{m_3} (-\lambda_3)^{m_3-j} \varphi^{(j)}(t) \) and \( R_{2,3}(t) \) is a polynomial of degree \( m_2 - 1 \). We show that the polynomial \( R_3(t) \) is eliminated after \( m_3 \) derivations of both sides of (3.5). In the same way, after some simplifications and \( m_2 \) derivations of both sides of Expression (3.5), we also eliminate the polynomial \( R_{2,3}(t) \). More precisely, we have

\[
(3.6) \quad \frac{d^{m_2}}{dt^{m_2}} [\varphi_3(t)e^{-\lambda_3 t}] = \left( \sum_{0 \leq i \leq m_2; 0 \leq j \leq m_3} C_{i,j} R_1^{(i+j)}(t) \right) e^{(\lambda_1 - \lambda_2)t},
\]

where \( C_{i,j} = \binom{i}{m_2} \binom{j}{m_3} (\lambda_1 - \lambda_2)^{m_2-i}(\lambda_1 - \lambda_3)^{m_3-j} \). On the other hand, we have

\[
\frac{d^{m_2}}{dt^{m_2}} [\varphi_3(t)e^{-\lambda_3 t}] = \varphi_2(t)e^{-\lambda_2 t},
\]

where \( \varphi_2(t) = \sum_{j=0}^{m_2} \binom{j}{m_2} (-\lambda_2)^{m_2-j} \varphi_3^{(j)}(t) \). Therefore, we have

\[
(3.7) \quad \Psi(t) = \varphi_2(t)e^{-\lambda_2 t} = \sum_{0 \leq i \leq m_2; 0 \leq j \leq m_3} C_{i,j} R_1^{(i+j)}(t),
\]

where \( C_{i,j} = \binom{i}{m_2} \binom{j}{m_3} (\lambda_1 - \lambda_2)^{m_2-i}(\lambda_1 - \lambda_3)^{m_3-j} \). More precisely, (3.7) can be written as

\[
(3.8) \quad \Psi(t) = \sum_{s=0}^{m_2+m_3} C_s R_1^{(s)}(t),
\]

where

\[
(3.9) \quad C_s = \sum_{i+j=s; 0 \leq i \leq m_2; 0 \leq j \leq m_3} \binom{i}{m_2} \binom{j}{m_3} (\lambda_1 - \lambda_2)^{m_2-i}(\lambda_1 - \lambda_3)^{m_3-j}.
\]
Since \( \varphi(t) \) is the dynamical solution given by (2.6), we have \( \varphi^{(k)}(0) = 0 \) for \( 0 \leq k \leq r-2 \) and \( \varphi^{(r-1)}(0) = 1 \). Therefore, (3.5) shows that \( \varphi^{(k)}_3(0) = 0 \) for \( 0 \leq k \leq m_1 + m_2 - 2 \) and \( \varphi^{(m_1 + m_2 - 1)}_3(0) = 1 \). Hence, (3.7) implies that \( \Psi^{(k)}(0) = 0 \), for \( 0 \leq k \leq m_1 - 2 \) and \( \Psi^{(m_1-1)}(0) = 1 \). Since

\[
\Psi^{(k)}(t) = \sum_{s=0}^{m_2+m_3} C_s R_1^{(s+k)}(t),
\]

we deduce that for \( k = m_1 - 1, m_1 - 2, \ldots, 2, 1, 0 \), respectively, the Taylor coefficients \( R_1^{(k)}(0) \) (\( 0 \leq k \leq m_1 - 1 \)) of the polynomial \( R_1(t) \) satisfy the following system of equations:

\[
(3.10) \quad C_0 R_1^{(m_1-1)}(0) = 1 \quad \text{and} \quad \sum_{j=0}^{s-1} C_j R_1^{(m_1-s+j)}(0) = 0 \quad \text{for} \quad 2 \leq s \leq m_1,
\]

where the \( C_j \) are given by Expression (3.9). In the same way, the computation of the Taylor coefficients \( R_2^{(k)}(0) \) of the polynomial \( R_2(t) \) (\( p = 2, 3 \)), are derived from the following systems of equations:

\[
(3.11) \quad D_0 R_2^{(m_2-1)}(0) = 1, \quad \sum_{j=0}^{s-1} D_j R_2^{(m_2-s+j)}(0) = 0 \quad \text{for} \quad 2 \leq s \leq m_2
\]

and

\[
(3.12) \quad E_0 R_3^{(m_3-1)}(0) = 1, \quad \sum_{j=0}^{s-1} E_j R_3^{(m_3-s+j)}(0) = 0 \quad \text{for} \quad 2 \leq s \leq m_3.
\]

Therefore, for \( p = 3 \) the exponential \( e^{tA} \) is given as follows.

**Proposition 3.3.** Let \( A \in M(r; \mathbb{C}) \) with characteristic polynomial \( P(z) = (z - \lambda_1)^{m_1}(z - \lambda_2)^{m_2}(z - \lambda_3)^{m_3} \) (\( m_1 + m_2 + m_3 = r \)). Then, \( e^{tA} = \varphi^{(r-1)}(t)A_0 + \varphi^{(r-2)}(t)A_1 + \cdots + \varphi(t)A_{r-1} \), where \( \varphi(t) = R_1(t)e^{t\lambda_1} + R_2(t)e^{t\lambda_2} + R_3(t)e^{t\lambda_3} \) is the associated dynamical solution such that \( R_1(t), R_2(t), R_3(t) \) are polynomials of degree \( m_1 - 1, m_2 - 1, m_3 - 1 \), respectively, whose Taylor coefficients \( R_j^{(k)}(0) \) (\( j = 1, 2, 3 \), \( 0 \leq k \leq m_j - 1 \)) are solutions of the three elementary linear system of equations (3.10), (3.11) and (3.12).

Following the same method, the process of elimination given in Propositions 3.1, 3.2 and 3.3 can be extended recursively to the general case. Indeed, we have the following general result.

**Theorem 3.4.** Let \( A \in M(r; \mathbb{C}) \) (\( r \geq 2 \)) with characteristic polynomial \( P(z) = \prod_{j=1}^{p}(z - \lambda_j)^{m_j} \), where \( p \geq 3, m_1 + \cdots + m_p = r \) and \( \lambda_i \neq \lambda_j \) for \( i \neq j \). For every \( j \).
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of the following system of linear equations:

\[ C_0^j R_j^{(m_j-1)}(0) = 1 \quad \text{and} \quad \sum_{l=0}^{s-1} C_l^j R_j^{(m_j-s+l)}(0) = 0 \quad \text{for} \quad 2 \leq s \leq m_j, \]

where the coefficients \( C_l^j \) \((0 \leq l \leq \sum_{i=1}^{j} m_i)\) are given by (3.13).

As shown in Theorem 3.4 the process of elimination is simple and the technique seems to be more appropriate (from a computational point of view) for deriving the explicit formulas of the coefficients of the polynomials \( R_j(t) \) \((0 \leq j \leq p)\).

In the next Section we supply another process for the explicit expression of the dynamical solution and obtain the Fibonacci-Horner decomposition of \( e^{tA} \).

4. Fibonacci-Horner decomposition of \( e^{tA} \): functional process.

4.1. Explicit formula of the dynamical solution. Let \( A \in M(r; \mathbb{C}) \) \((r \geq 2)\), whose characteristic polynomial is \( P(z) = \prod_{j=1}^{p} (z - \lambda_j)_{m_j} \) \((\lambda_i \neq \lambda_j \text{ for } i \neq j)\). Let \( \varphi(t) = R_1(t) e^{t \lambda_1} + \ldots + R_p(t) e^{t \lambda_p} \), where \( R_j(t) \) \((1 \leq j \leq s)\) is a polynomial of degree \( m_j - 1 \), be the dynamical solution associated with the matrix \( A \). In this subsection we give a functional method for computing explicit formulas of the polynomials \( R_j(t) \) \((1 \leq j \leq p)\) and derive the Fibonacci-Horner decomposition of the exponential \( e^{tA} \).

For reasons of clarity, let us first illustrate our method in the case \( p = 3 \). Suppose that \( P(z) = \prod_{j=1}^{3} (z - \lambda_j)^{m_j} \), where \( \lambda_i \neq \lambda_j \) for \( 1 \leq i \neq j \leq 3 \) and \( m_1 \geq 1, m_2 \geq 1 \) and \( m_3 \geq 1 \). Let \( \varphi(t) = R_1(t) e^{t \lambda_1} + R_2(t) e^{t \lambda_2} + R_3(t) e^{t \lambda_3} \) be the associated dynamical solution, where \( R_1(t), R_2(t), R_3(t) \) are polynomials of degree \( m_1 - 1, m_2 - 1, m_3 - 1 \) (respectively). We project to determine the polynomial \( R_1(t) \) by computing its Taylor coefficients \( R_1^{(k)}(0) \) \((0 \leq k \leq m_1 - 1)\). To this aim, consider the polynomial function,

\[ Q_1(z) = (z + \lambda_1 - \lambda_2)^{m_2} (z + \lambda_1 - \lambda_3)^{m_3}. \]

A direct verification shows that expression (3.9) of \( C_s \) is given by \( C_s = \frac{1}{s!} \frac{d^s Q_1}{dz^s}(0) \). Therefore, the solution of the linear system of equations (3.10) is

\[ R_1^{(k)}(0) = \frac{1}{(m_1 - k - 1)! \prod_{j=k+1}^{m_1-k-1} (j - 1)} \frac{d^s Q_1}{dz^s}(0). \]

To avoid confusion, in the rest of this subsection it is convenient to denote \( R_1^{(k)}(0) \) by \( \gamma_{k}^{(s)}(\lambda_1, \lambda_2, \lambda_3) \). A straightforward computation, using the derivation Leibniz rule,
allows us to establish that (4.1) can be written as

\[
\gamma_k^{[1]}(\lambda_1, \lambda_2, \lambda_3) = (-1)^{m_1+k-1} \sum_{n_2+n_3=m_1-k-1} \frac{(n_2+m_2-1)(n_3+m_3-1)}{(\lambda_1 - \lambda_2)^{n_2+m_2}(\lambda_1 - \lambda_3)^{n_3+m_3}}
\]

Thus the Taylor expansion of the polynomial \(R_1(t)\) is given by

\[
R_1(t) = \sum_{k=0}^{m_1-1} \frac{\gamma_k^{[1]}(\lambda_1, \lambda_2, \lambda_3)}{k!} t^k,
\]

where \(\gamma_k^{[1]}(\lambda_1, \lambda_2, \lambda_3)\) is given by (4.2). In the same way, an identical computation implies that the polynomials \(R_2(t)\) and \(R_3(t)\) are given by

\[
R_2(t) = \sum_{k=0}^{m_2-1} \frac{\gamma_k^{[2]}(\lambda_1, \lambda_2, \lambda_3)}{k!} t^k \quad \text{and} \quad R_3(t) = \sum_{k=0}^{m_3-1} \frac{\gamma_k^{[3]}(\lambda_1, \lambda_2, \lambda_3)}{k!} t^k,
\]

where \(\gamma_k^{[2]}(\lambda_1, \lambda_2, \lambda_3) = \gamma_k^{[1]}(\lambda_2, \lambda_1, \lambda_3)\) and \(\gamma_k^{[3]}(\lambda_1, \lambda_2, \lambda_3) = \gamma_k^{[1]}(\lambda_3, \lambda_1, \lambda_2)\). Thus we have the following proposition.

**Proposition 4.1.** Let \(A \in M(r; \mathbb{C})\) with characteristic polynomial \(P(z) = (z - \lambda_1)^{m_1}(z - \lambda_2)^{m_2}(z - \lambda_3)^{m_3}\) \((m_1 + m_2 + m_3 = r)\), where \(\lambda_i \neq \lambda_j\) for \(i \neq j\). Then, \(e^{tA} = \varphi^{(r-1)}(t)A_0 + \varphi^{(r-2)}(t)A_1 + \cdots + \varphi(t)A_{r-1}\), where \(\varphi(t) = R_1(t)e^{t\lambda_1} + R_2(t)e^{t\lambda_2} + R_3(t)e^{t\lambda_3}\) is the associated dynamical solution such that the polynomials \(R_1(t), R_2(t)\) and \(R_3(t)\) are given by (4.3) and (4.4).

Now let \(A \in M(r; \mathbb{C})\) and suppose that its characteristic polynomial is \(P(z) = \prod_{j=0}^{p} (z - \lambda_j)^{m_j}\), where \(\lambda_i \neq \lambda_j\) for \(i \neq j\). In the aim to generalize the preceding method, let us consider the polynomial function

\[
Q_i(z) = \prod_{j=1, i\neq j}^{p} (z + \lambda_i - \lambda_j)^{m_j}.
\]

Following the same method, as in the case \(p = 3\), we obtain,

\[
\gamma_k^{[i]}(\lambda_1, \cdots, \lambda_p) = \frac{1}{(m_i - k - 1)!} \frac{d^{(m_i - k - 1)}(\frac{1}{z})}{d z^{(m_i - k - 1)}}(0).
\]

And a long hard computation established by induction with purpose of obtaining \(\frac{d^{(m_i - k - 1)}(\frac{1}{z})}{d z^{(m_i - k - 1)}}(0)\) in terms of \(\lambda_1, \cdots, \lambda_p\) yields

\[
\gamma_k^{[i]}(\lambda_1, \cdots, \lambda_p) = (-1)^{r-m_i} \sum_{\sum_{j=1}^{p} \sum_{0 \leq j \neq i \leq p} (n_j + m_j - 1)} \frac{(n_j + m_j - 1)}{(\lambda_j - \lambda_i)^{n_j + m_j}}.
\]

In the latter expression we suppose that we have naturally \(n_j \leq m_j\).
4.2. Connection with the Verde-Star’s approach. As pointed out in Remark 2.3, in this subsection we turn our attention to how our approach is connected to Verde-Star’s approach. First, we notice that the dynamical solution given in Theorem 4.2, can be expressed differently using Verde-Star’s approach. Indeed, we can show that $R_j(t) = L_{k,j}$, where $L_{k,j}$ are the functionals associated with the polynomial $P(z) = \prod_{j=1}^{p} (z - \lambda_j)^{m_j}$, defined by $L_{k,j} f = E_{\lambda_k} d^j \left( \frac{f}{P_{\lambda_k}} \right)$, where $E_a(f) = f(a)$, $d^j = \frac{D^j}{j!}$ ($D$ is ordinary operator of differentiation) and $P_k(z) = \frac{P(z)}{(z - \lambda_k)^{m_k}}$ (see (3.2)-(3.6) of [13] for more details). More precisely, the result of Theorem 4.2 is expressed in Corollary 4.2 of [13] in terms of the functionals $L_{k,j}$.

Second, in [14] Verde-Star has arrived at the result of Theorem 4.2 using the sequence of Horner polynomials $\{w_k(z)\}_k$ associated with a given polynomial $w(z) = z^{m+1} + b_1 z^m + b_2 z^{m-1} + \cdots + b_m$ and the function $w^\ast(t) = (1 - z t) \sum_{k \geq 0} w_k(z) t^k$. The formulation of $\frac{1}{w^\ast(t)}$ given by Verde-Star is

$$\frac{1}{w^\ast(t)} = \sum_{n \geq 0} h_n t^n,$$

where $h_n = \sum_{|j| = n} \prod_{i=0}^{p} (\lambda_i^{j_i+1})$ with $j = (j_0, j_1, \ldots, j_p)$, $|j| = j_1 + j_2 + \cdots + j_p$ and $\{\lambda_i\}_{0 \leq i \leq p}$ are the roots of $w(z)$ of multiplicities $\{m_j\}_{0 \leq j \leq p}$, respectively. We infer that for $w(z) = P(z)$ the sequence $\{h_n\}_{n \geq 0}$ is nothing else but the $r$-generalized Fibonacci sequence $\{u_n\}_{n \geq 0}$ considered in Section 2 (see Expression (2.4)). By the way, we are going to digress from our aim in order to mention that this incorporation allows us to obtain another explicit expression for the sequence $\{u_n\}_{n \geq 0}$ in terms of $\lambda_j$ ($1 \leq j \leq p$), which will be useful in improving some results of [1].
for \( w(z) = P(z) \) the formulas (5.7) and (5.12) of [14], can help us to deduce that the coefficients of the polynomials \( R_j(t) \) (\( 1 \leq j \leq p \)) are merely the coefficients \( \alpha_{j,k} \) that figure in the partial fraction decomposition of \( \frac{1}{P(t)} \) given by

\[
\frac{1}{P(t)} = \sum_{j=1}^{p} \sum_{k=0}^{m_j-1} \alpha_{j,k} \frac{1}{(t - \lambda_j)^k}.
\]

Moreover, following a known result, the dynamical solution \( \psi(t) \) is the divided difference with respect to the roots of the polynomial \( P(z) \) of the function \( e^{tz} \) (see Corollary 4.1 of [13]). Therefore, \( \psi(t) \) is the sum of the residues of the function \( \frac{e^{tz}}{P(z)} \) at the distinct roots (see [13]). By considering this latter function \( g(x,t) = \frac{e^{tx}}{P(x)} \) \( (x \in \mathbb{R}) \), a direct computation allows us to recover the result of Proposition 4.1.

5. Application to the matrix functions. Consider an analytic function \( f(z) \) on a disc \( D_K = \{ z : |z| < K \} \) and set

\[
f(z) = \sum_{n=0}^{+\infty} \frac{f^{(n)}(0)}{n!} z^n.
\]  

(5.1)

Let \( A \in M(r; \mathbb{C}) \) with characteristic polynomial \( P_A(z) = z^r - a_0 z^{r-1} - \cdots - a_{r-1} \) such that \( K > \text{Max}\{|\lambda_j| : P_A(\lambda_j) = 0\} \). Then, from (2.1)-(2.2) and (5.1) we derive that,

\[
f(A) = \sum_{k=0}^{r-1} \Omega_k(f) A_k, \quad \text{where} \quad \Omega_k(f) = \sum_{n=0}^{+\infty} u_{n-k} \frac{f^{(n)}(0)}{n!}.
\]  

(5.2)

Recall that in Proposition 2.1, we had considered the (formal) analytic function

(2.6) defined by

\[
\psi(t) = \sum_{n=0}^{+\infty} u_n \frac{t^{n+r-1}}{(n+r-1)!}.
\]

The above expression shows that \( u_{n-r+1} = \psi^{(n)}(0) \). On the other hand, (3.1) shows that \( \psi^{(n)}(t) = \sum_{i=1}^{p} \sum_{s=n-m_i+1}^{n} \binom{s}{n} \lambda_i^s R_i^{(n-s)}(t) \). Hence, using (5.2) we have the following proposition.

**Proposition 5.1.** Under the preceding hypotheses, we have \( f(A) = \sum_{k=0}^{r-1} \Omega_k(f) A_k \), where

\[
\Omega_k(f) = \sum_{i=1}^{p} \left[ \sum_{n=k}^{+\infty} \Gamma_i(n, \lambda_1, \cdots, \lambda_p) \frac{f^{(n)}(0)}{n!} \right]
\]

(5.3)
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with

\[ \Gamma_{i,n}(\lambda_1, \cdots, \lambda_p) = \sum_{s=n-k+r-m_i}^{n-k+r-1} \binom{s-r}{n-k+r-1} \lambda_1^s Y_{n-s+r-k-1}^<(\lambda_1, \cdots, \lambda_p), \]

where we have set

\[ Y_{n}^<(\lambda_1, \cdots, \lambda_p) = R_i^{(n)}(0). \]

To the best of our knowledge, expressions (5.2)–(5.3) of \( f(A) \) are new in the literature. Note that a formula analogous to (5.2) also appears in [14]. We would like to note that it is an interesting issue to illustrate the deep relationship between our development and that of Verde-Star, even though the two approaches are based on different techniques.

6. Examples. In the two first examples we illustrate the applicability of Theorem 4.2. The last example concerns the practical use of Proposition 5.1 on a classical matrix function.

Example 1. Suppose that \( A \in M(r; \mathbb{C}) (r \geq 2) \) has characteristic polynomial with simple roots, that is, \( P(z) = \prod_{j=1}^{r}(z - \lambda_j) \), such that \( \lambda_i \neq \lambda_j \) (\( i \neq j \)). Then, the dynamical solution associated with \( A \) is given by \( \varphi(t) = R_1 e^{\lambda_1 t} + \cdots + R_r e^{\lambda_r t} \), where \( R_i(t) = \tilde{R}_i \) is a constant polynomial for every \( i \) (\( 1 \leq i \leq r \)). Application of (4.6) allows us to derive that

\[ R_i = \gamma_i^{[i]} = (-1)^{r-1} \frac{1}{\prod_{j \neq i}(\lambda_j - \lambda)} = \frac{1}{\prod_{j \neq i}(\lambda_i - \lambda_j)} = \frac{1}{P'(\lambda_i)}. \]

Therefore, the dynamical solution associated with matrix \( A \) is

\[ \varphi(t) = \sum_{i=1}^{r} e^{t\lambda_i}. \]

Expression (6.1) is well-known in the literature; see, e.g., [2, 9, 13]. Hence, the decomposition of \( e^{tA} \) in the Fibonacci-Horner basis can be obtained easily.

Example 2. Suppose that \( A \in M(3; \mathbb{C}) \) has characteristic polynomial \( P(z) = (z - \lambda_1)^2(z - \lambda_2) \), where \( \lambda_1 \neq \lambda_2 \). Then the dynamical solution associated with \( A \) is given by \( \varphi(t) = R_1(t)e^{\lambda_1 t} + R_2 e^{\lambda_2 t} \), where \( R_1(t) \) is a polynomial of degree 1 and \( R_2 \) is a constant polynomial. More precisely, it is easy to show that \( R_1(t) = \gamma_0^{[1]} + \gamma_1^{[1]} t \) and \( R_2(t) = \gamma_0^{[2]} \) is \( \in \mathbb{C} \). Application of (4.6) shows that

\[ \gamma_0^{[1]} = -\frac{1}{(\lambda_1 - \lambda_2)^2}, \quad \gamma_1^{[1]} = \frac{1}{(\lambda_1 - \lambda_2)}, \quad \text{and} \quad \gamma_0^{[2]} = \frac{1}{(\lambda_1 - \lambda_2)^2}. \]

The dynamical solution associated with the matrix \( A \) is given by

\[ \varphi(t) = \left[ -\frac{1}{(\lambda_1 - \lambda_2)^2} + \frac{t}{(\lambda_1 - \lambda_2)} \right] e^{\lambda_1 t} + \frac{1}{(\lambda_1 - \lambda_2)^2} e^{\lambda_2 t}. \]
Thus, the decomposition of $e^{tA}$ in the Fibonacci-Horner basis can be derived easily.

**Example 3.** As in Example 2, let $A \in M(3; \mathbb{C})$ whose characteristic polynomial is $P(z) = (z - \lambda_1)^2(z - \lambda_2)$ with $\lambda_1 \neq \lambda_2$. Consider the function $f(z) = \log(1+z)$. If we consider the analytic expression $f(z) = \sum_{n=1}^{+\infty} (-1)^{n+1} \frac{z^n}{n}$, a straightforward application of Proposition 5.1 implies that $f(A) = \Omega_0(f)A_0 + \Omega_1(f)A_1$, where

$$\Omega_0(f) = \sum_{n=1}^{+\infty} \left[ \frac{\lambda_2^{n+2} - \lambda_1^{n+2}}{(\lambda_2 - \lambda_1)^2} + (n + 2) \frac{\lambda_1^{n+1}}{\lambda_2 - \lambda_1} \right] \frac{(-1)^{n-1}}{n}$$

and

$$\Omega_1(f) = \sum_{n=1}^{+\infty} \left[ \frac{\lambda_2^{n+1} - \lambda_1^{n+1}}{(\lambda_2 - \lambda_1)^2} + (n + 1) \frac{\lambda_1^n}{\lambda_2 - \lambda_1} \right] \frac{(-1)^{n-1}}{n}.$$  
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