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Abstract. This note contains a short review of the notion of linearization of regular matrix polynomials. The objective is clarification of this notion when the polynomial has an “eigenvalue at infinity”. The theory is extended to admit reduction by locally unimodular analytic matrix functions.
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1. Introduction. The objective of this work is clarification of the notion of “linearization” of matrix polynomials, say \( P(\lambda) = \sum_{j=0}^{\ell} \lambda^j A_j \), where the \( A_j \in \mathbb{C}^{n \times n} \) and \( P(\lambda) \) is regular, i.e. \( \det P(\lambda) \) does not vanish identically. The main ideas to be developed first appeared in the paper [6] but seem to have been largely overlooked by the linear algebra community. In large measure, therefore, this exposition repeats what has been developed more succinctly in [6] - and also used more recently in [10]. However, one new contribution to the theory is developed in Section 3 (and was used in [1]). Many of the underlying ideas concerning strict equivalence and equivalence transformations can be found (among others) in classic works such as that of Gantmacher [5].

First, if the leading coefficient \( A_{\ell} \) is nonsingular, the notion of linearization is quite familiar. In this case we may form the matrices \( \hat{A}_j := A_{\ell}^{-1} A_j \) for \( j = 0, 1, \ldots, \ell - 1 \) and then the “companion matrix” of \( P(\lambda) \),

\[
C_P = \begin{bmatrix}
0 & I & 0 & \cdots & 0 \\
0 & 0 & I & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & \cdots & 0 & I \\
-\hat{A}_0 & -\hat{A}_1 & \cdots & -\hat{A}_{\ell-2} & -\hat{A}_{\ell-1}
\end{bmatrix}
\]

One linearization of \( P(\lambda) \) is then the linear matrix function \( \lambda I - C_P \). It is well-known that the spectral structure of this particular linearization reproduces that of \( P(\lambda) \) itself. By this we mean that the eigenvalues of \( P(\lambda) \) and \( \lambda I - C_P \) are the same and,
more importantly, all of their “partial multiplicities”\(^1\) are preserved. Thus, the beauty of the linearization lies in the preservation of these properties but in a \textit{linear} function of \(\lambda\); hence the term linearization.

However, having obtained one such function \(\lambda A - B\) we can find many more by applying transformations to \(\lambda A - B\) which preserve these essential spectral properties. This is true of all “strict equivalence” transformations of \(\lambda A - B\). Thus, for any nonsingular \(E\) and \(F\), \(E(\lambda I - C_P)F\) is also a linearization of \(P(\lambda)\). In particular, as long as \(A_\ell\) is nonsingular, we can take \(E = \text{diag}\{I, I, \ldots, I, A_\ell\}\) and \(F = I_\ell n\) to see that

\[
\begin{bmatrix}
I & 0 & \cdots & 0 & 0 \\
0 & I & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & I & 0 \\
0 & 0 & \cdots & 0 & A_\ell
\end{bmatrix} - \begin{bmatrix}
0 & I & 0 & \cdots & 0 \\
0 & 0 & I & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 0 & I \\
-A_0 & -A_1 & \cdots & -A_{\ell-2} & -A_{\ell-1}
\end{bmatrix}
\]

(1.1)

is a linearization of \(P(\lambda)\).

But one can generalise the class of linearizations of \(P(\lambda)\) further in the following way: Replace the constant nonsingular matrices \(E\) and \(F\) of the strict equivalences above by \textit{unimodular}\(^2\) matrix polynomials \(E(\lambda)\) and \(F(\lambda)\) for which

\[
\begin{bmatrix}
P(\lambda) & 0 \\
0 & I_{n(\ell-1)}
\end{bmatrix} = E(\lambda)(\lambda A - B)F(\lambda),
\]

and then \(\lambda A - B\) is also a linearization of \(P(\lambda)\) in the sense that all of the partial multiplicities of all eigenvalues are preserved (and this is because the matrix on the left and \(\lambda A - B\) have the same Smith normal form (Theorem A.1.1 of [8], for example)). Indeed, this fact is frequently used in the definition of a linearization; as in Section 7.2 of [7]. Candidates for \(A\) and \(B\) are, of course, \(I\) and \(C_P\), or the two matrices of (1.1). But see also some more recent alternatives to the classical companion forms developed in [2] and [3].

On checking the history of the basic ideas, we find that the companion matrix itself plays an important role in the “rational canonical form” of a matrix under similarity (over any field), and this seems to date back more than a hundred years to work of Frobenius (see Chapter V of [15]). The use of a companion matrix in the context of matrix polynomials also has a long history. For example, as the book of Frazer, Duncan, and Collar shows (Section 5.5 of [4]), it was well-established in 1938.

\(^1\)Partial multiplicities can also be described as the degrees of “elementary divisors”. See the notes on Theorem 2 below.

\(^2\)i.e. with determinant independent of \(\lambda\) and non-zero.
More recently, this idea has become a standard tool in the theory of matrices and operators (as in [1] and [13]), and systems theory (see [9] and [14], for example).

2. Admitting a singular leading coefficient. The situation becomes more interesting if $A_\ell$ is allowed to be singular (as in the so-called “descriptor systems”). Indeed, there are some cases in which one would want to admit $A_\ell = 0$ and this is the point where at least two different practices have emerged.

The theory developed in Chapter 7 of [7] was mainly utilised in the analysis of problems in which, if $A_\ell$ is singular, then $A_0$ is nonsingular (and $P(\lambda)$ is certainly regular). Then equation (1.2) still applies (with $A$ and $B$ as in (1.1)) and $A$ is singular if and only if $A_\ell$ is singular. In this case transformation to the parameter $\mu = \lambda^{-1}$ admits application of earlier theory to the “reverse” polynomial

$$P^\#(\lambda) := \lambda^\ell L(\lambda^{-1}) = A_0\lambda^\ell + A_1\lambda^{\ell-1} + \cdots + \lambda A_{\ell-1} + A_\ell.$$ (2.1)

This is where the notion of an “infinite eigenvalue” makes an appearance, and it is natural to say that $P(\lambda)$ has an infinite eigenvalue if and only if $P^\#(\lambda)$ has a zero eigenvalue. Furthermore, the multiplicity and partial multiplicities of the infinite eigenvalue of $P$ are defined to be those of the zero eigenvalue of $P^\#$.

This is all very natural, but a problem appears: Although the (total) algebraic multiplicities of the infinite eigenvalue of $P$ and the zero eigenvalue of $P^\#$ agree, the partial multiplicities of the eigenvalue at infinity depend on the choice of the linear pencil $\lambda A - B$ used in (1.2). This was noticed in [14] for example, and was further investigated in [10] where the following result appears.

**Theorem 2.1.** Let $P(\lambda)$ be an $n \times n$ regular matrix polynomial of degree $\ell$ with an eigenvalue at infinity of algebraic multiplicity $\kappa > 0$ and let $\kappa = \sum_{j=1}^{p} k_j$ be any partition of $\kappa$ into positive integers. Then there is an $\ell n \times \ell n$ linear pencil $\lambda A - B$ which preserves the partial multiplicities of all finite eigenvalues of $P(\lambda)$ and has an eigenvalue at infinity with the $p$ partial multiplicities $k_1, \ldots, k_p$.

To understand this phenomenon it can be argued that, although the treatment of a finite eigenvalue and its reciprocal - via the properties of $P$ and $P^\#$ - are consistent (the partial multiplicities are preserved) the same is not true of the zero and infinite eigenvalues. In fact, there is an implicit assumption in [7] (see p. 185) that $A_\ell \neq 0$.\(^3\)

Thus, although zero trailing coefficients $A_0, A_1, \ldots$ in $P$ are admissible in [7] and many other works, the same is not true of trailing coefficients $A_\ell, A_{\ell-1}, \ldots$ in $P^\#$.

This asymmetry is removed in the following definition of [6], which admits van-
ishing leading coefficients. In this case there must be some \textit{a priori} understanding of the \textit{number} of vanishing leading coefficients, and this will determine uniquely what we will call the \textit{extended degree} of the polynomial. Thus, \( P(\lambda) = \sum_{j=0}^{\ell} A_j \) has extended degree \( \ell \) if the degree is \( \ell_0 < \ell \) and \( A_\ell = A_{\ell-1} = \cdots = A_{\ell_{\ell_0+1}} = 0 \), \( A_{\ell_0} \neq 0 \).

\textbf{Definition 2.2.} An \( \ell n \times \ell n \) linear matrix pencil \( \lambda A - B \) is a \textit{strong linearization} of the \( n \times n \) regular matrix polynomial \( P(\lambda) \) of extended degree \( \ell \) if there are unimodular matrix polynomials \( E(\lambda) \), \( F(\lambda) \) such that

\[
\begin{bmatrix}
P(\lambda) & 0 \\
0 & I_{n(\ell-1)}
\end{bmatrix} = E(\lambda)(\lambda A - B)F(\lambda)
\]

and there are unimodular matrix polynomials \( H(\lambda) \), \( K(\lambda) \) such that

\[
\begin{bmatrix}
P^#(\lambda) & 0 \\
0 & I_{n(\ell-1)}
\end{bmatrix} = H(\lambda)(A - \lambda B)K(\lambda).
\]

We emphasize that, with this definition, the treatment of the reciprocal eigenvalues, \( \infty \in \sigma(P) \) and \( 0 \in \sigma(P^#) \) (or \textit{vice versa}) enjoy the same symmetry as the treatment of reciprocal pairs of finite eigenvalues and, of course, this definition admits the presence of zero matrices as leading coefficients of \( P(\lambda) \). Fortunately, it turns out that the pencil (1.1) is a strong linearization, and so is its “dual”

\[
\lambda \begin{bmatrix}
I & 0 & \cdots & 0 & 0 \\
0 & I & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & I & 0 \\
0 & 0 & \cdots & 0 & A_\ell
\end{bmatrix} - \begin{bmatrix}
0 & 0 & \cdots & 0 & -A_0 \\
I & 0 & \cdots & 0 & -A_1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & I & \cdots & 0 & -A_{\ell-2} \\
0 & 0 & \cdots & I & -A_{\ell-1}
\end{bmatrix},
\]

(see Proposition 1.1 of [6] and also Corollary 2 of [9]).

\textbf{Example 2.3.} As a simple illustration consider the polynomial \( P(\lambda) = \lambda - 2 \), but with extended degree 3. Thus, the reverse polynomial is \( P^#(\lambda) = -2\lambda^3 + \lambda^2 = -2\lambda^2(\lambda - \frac{1}{2}) \), and there are partial multiplicities 2 and 1 for the eigenvalues of \( P \) at infinity and at 2, respectively. The linearization of (1.1) is

\[
\lambda \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{bmatrix} - \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
2 & -1 & 0
\end{bmatrix},
\]

with determinant equal to \( P(\lambda) \).
For explicit construction of the equivalence transformations in Definition 2.1 see the proof of Proposition 1.1 of [6], for example.

It should also be noted that (given the extended degree) a regular polynomial \( P \) has associated “canonical” linearizations. For example, if the analysis is over the complex or real fields the corresponding canonical reductions under strict equivalence transformations are classical. They appear as special cases of Theorems 3.1 and 3.2 of the recent survey paper, [11]. Thus, (writing a Jordan matrix of size \( s \) with eigenvalue \( a \) as \( J_s(a) \)) we have the Kronecker canonical form.

**Theorem 2.4.** Every regular pencil \( \lambda A - B \in \mathbb{C}^{m \times m} \) is strictly equivalent to a matrix pencil with the block-diagonal form

\[
(I_{k_1} - \lambda J_{k_1}(0)) \oplus \cdots \oplus (I_{k_r} - \lambda J_{k_r}(0)) \oplus \\
(\lambda I_{\ell_1} - J_{\ell_1}(\lambda_1)) \oplus \cdots \oplus (\lambda I_{\ell_s} - J_{\ell_s}(\lambda_s)),
\]

where \( k_1 \leq \cdots \leq k_r \) and \( \ell_1 \leq \cdots \leq \ell_s \) are positive integers.

Moreover, the integers \( k_u \) are uniquely determined by the pair \( A, B \), and the part

\[
(\lambda I_{\ell_1} - J_{\ell_1}(\lambda_1)) \oplus \cdots \oplus (\lambda I_{\ell_s} - J_{\ell_s}(\lambda_s))
\]

is uniquely determined by \( A \) and \( B \) up to a permutation of the diagonal blocks.

Here, \( k_1, \ldots, k_r \) are the partial multiplicities of the eigenvalue at infinity, the \( \lambda_j \)'s are the finite eigenvalues (not necessarily distinct), and the \( \ell \)'s are their partial multiplicities.

This result tells us that linearizations are determined entirely by their Jordan or Kronecker structures and suggests a second definition in the spirit of the introduction (and consistent with Definition 2.2).

**Definition 2.5.** An \( \ell n \times \ell n \) linear matrix function \( \lambda A - B \) is a linearization of an \( n \times n \) regular matrix polynomial \( P(\lambda) \) of extended degree \( \ell \) if these two functions have the same spectrum and, for each finite eigenvalue, the two sets of partial multiplicities are the same.

If, in addition, the point at infinity is a common eigenvalue and its partial multiplicities in \( \lambda A - B \) and \( P(\lambda) \) agree, then the linearization is said to be strong.

**3. Another criterion for strong linearization.** A generalized criterion for identifying a linearization will be pointed out in this section. It was found to be useful in [1], and is based on the following lemma - which is proved (as Theorem A.6.6) in [8] (and is also known as the “local Smith form”).

**Lemma 3.1.** Let \( A(\lambda) \) be an \( n \times n \) matrix function which is analytic in a neighbourhood of an eigenvalue \( \lambda_0 \). Then the partial multiplicities of \( \lambda_0 \) are invariant under
multiplication of $A(\lambda)$ on the left and on the right by analytic matrix functions which are invertible at $\lambda_0$.

**Theorem 3.2.** Let $P(\lambda)$ be an $n \times n$ regular matrix polynomial of extended degree $\ell$ and let $\lambda A - B$ be an $\ell n \times \ell n$ linear matrix function. Assume that, for each distinct finite eigenvalue $\lambda_j$, there exist functions $E_j(\lambda)$ and $F_j(\lambda)$ which are unimodular and analytic on a neighbourhood of $\lambda_j$ and for which

$$
\begin{bmatrix}
P(\lambda) & 0 \\
0 & I_{n(\ell-1)}
\end{bmatrix} = E_j(\lambda)(\lambda A - B)F_j(\lambda),
$$

(3.1)

then $\lambda A - B$ is a linearization of $P(\lambda)$.

If $P(\lambda)$ has an eigenvalue at infinity assume also that there are functions $E_0(\lambda)$ and $F_0(\lambda)$ which are unimodular and analytic on a neighbourhood of $\lambda = 0$ and for which

$$
\begin{bmatrix}
P^\#(\lambda) & 0 \\
0 & I_{n(\ell-1)}
\end{bmatrix} = E_0(\lambda)(A - \lambda B)F_0(\lambda).
$$

(3.2)

Then $\lambda A - B$ is a strong linearization of $P(\lambda)$.

**Proof.** The proof is clear. Together with Lemma 3, the hypotheses imply that all partial multiplicities of all eigenvalues of $\lambda A - B$ agree with those of $P(\lambda)$. Then the conclusion follows from Definition 2.5.
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