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Abstract. In this brief note, it is shown that the random hyperbolicity of a random linear cocycle is equivalent to having the Lipschitz shadowing property.
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1. Introduction. The study of the notion of shadowing is one of the central tasks of the stability theory in dynamical systems in deterministic and random views. A shadowable dynamics is interpreted commonly as the systems in which the numerical approximation orbit are, in fact, traced by true orbit. It can be useful especially in the numerical solution of differential equations (see Chapter 4 of [11]). During the last years, many studies have been performed to prove the shadowing property of hyperbolic systems in deterministic cases [11] and random cases [3, 5, 7, 9]. But what about the converse? Does the shadowing property imply the hyperbolicity? Although some results have been obtained in deterministic case (see for instance, [12, 13, 14]), it remains to deal with in random case. One of the classical results in the study of hyperbolicity and the shadowing states that a discrete dynamical system generated by a linear operator of a finite dimensional Banach space has the shadowing property if and only if it is hyperbolic [10]. This motivates the study of shadowing property in the case of random linear cocycles. The aim of this note is to investigate the relationship between the shadowing property and hyperbolicity of a random linear cocycle. Namely, we prove that the shadowing property of a random triangular cocycle is equivalent to its hyperbolicity.

We begin by introducing the notation of “Random Linear Cocycle”. Let \((\Omega, \mathcal{F}, \mathbb{P})\) be a probability space and \(\sigma : \Omega \to \Omega\) be a \(\mathbb{P}\)-ergodic transformation. Consider a random variable \(A : \Omega \to GL(\mathbb{R}, d), d \in \mathbb{N}\) with \(\log^+ \|A^k(\cdot)\| \in L^1(\mathbb{P})\). \(A\) generates
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Shadowing Property of Random Linear Cocycles

The linear cocycle \( A \) is triangular if for any \( \omega \in \Omega \), \( A(\omega) \) is triangular.

**Definition 1.1.** A random variable \( g : \Omega \rightarrow (0, \infty) \) is called tempered if

\[
\lim_{n \to \pm \infty} \frac{1}{n} \log g(\sigma^n(\omega)) = 0.
\]

For a tempered random variable \( \delta > 0 \), a sequence \( \xi = \{ x_k \}_{k \in \mathbb{Z}} \subset \mathbb{R}^d \) is called \((\omega, \delta)\)-pseudo orbit if for any \( k \), \( \| A(\sigma^k(\omega))x_k - x_{k+1} \| < \delta(\sigma^k(\omega)) \). For a tempered random variable \( \epsilon > 0 \), the sequence \( \xi \) is \((\omega, \epsilon)\)-shadowed by a point \( x \in \mathbb{R}^d \) if

\[
\| A^k(\omega)x - x_k \| < \epsilon(\sigma^k(\omega)).
\]

The following definition can be regarded as a natural extension of the classical deterministic Lipschitz shadowing property to the random case.

**Definition 1.2.** A cocycle \( A \) has Lipshcitz shadowing property if there are a tempered random variables \( L \geq 2 \) and \( d_0 > 0 \) such that for any tempered random variable \( d \leq d_0 \), any \((\omega, d)\)-pseudo orbit of \( A \) can be \((\omega, Ld)\)-shadowed by some point of \( \mathbb{R}^d \) \( \mathbb{P}\)-a.e.

**Definition 1.3.** A cocycle \( A \) is random hypergolic if there are constant \( 0 < \lambda < 1 \), two tempered random variables \( C \) and \( \alpha \) and random subbundles \( E^s(\omega) \) and \( E^u(\omega) \), vary measurably, such that the following hold \( \mathbb{P}\)-a.e.

- \( E^s(\omega) \oplus E^u(\omega) = \mathbb{R}^d \),
- \( A(\omega)E^s(\omega) = E^s(\sigma(\omega)) \) and \( A(\omega)E^u(\omega) = E^u(\sigma(\omega)) \),
- \( \| (A(\omega)|_{E^s(\omega)})^k \|, \| (A(\omega)|_{E^u(\omega)})^{-k} \| \leq C(\sigma^k(\omega))\lambda^k \), for any \( k \in \mathbb{N} \),
- \( \vartriangle(E^s(\omega), E^u(\omega)) > \alpha(\omega) \).

By changing the inner product, one can get a random inner product \( \langle \cdot, \cdot \rangle_\omega \), depends measurably to \( \omega \), for which the random subbundles \( E^s(\omega) \) and \( E^u(\omega) \) are orthogonal and also \( C(\omega) = 1 \) \( \mathbb{P}\)-a.e. The obtained random norm \( \| \cdot \|_\omega \) satisfies the following assertion

\[
\frac{1}{\beta(\omega)} \| \cdot \| \leq \| \cdot \|_\omega \leq \beta(\omega)\| \cdot \|,
\]

where \( \beta \) is a tempered random variable [5].
Main Theorem. A random linear cocycle $A$ has the Lipschitz shadowing property if and only if it is random hyperbolic.

2. Proof of the Main Theorem. For the proof of this stage of the Main Theorem, we modify the proof in [5] to get the Lipschitz shadowing property in the linear case. Suppose that $P(\omega) : \mathbb{R}^d \to E^s(\omega)$ and $Q(\omega) : \mathbb{R}^d \to E^u(\omega)$ are the projections on $E^s(\omega)$ and $E^u(\omega)$ along the directions $E^s(\omega)$ and $E^u(\omega)$, respectively. For the proof, as in the deterministic case, it is enough to show that any finite pseudo orbit can be shadowed [5]. Choose a sequence $\{x_k\}_{k=1}^n$ such that $\|A(\sigma^k(\omega))x_k - x_k\| < d(\sigma^k(\omega))$. There is a sufficiently small tempered random variable $0 < \eta \leq \beta d$ such that $A(\omega)(E^\rho_{\eta(\omega)}(\omega)) \subset E^\rho_{\eta(\sigma(\omega))}(\sigma(\omega))$, where $E^\rho_{\eta(\cdot)}(\cdot) = \{v \in E^\rho(\cdot) : \|v\| < \epsilon\}$ for $\rho = s, u$. Put $\|x, y\|_\omega = Q(\omega)y + P(\omega)x,$
and note that $\|x, y - y\|_\omega, \|x, y - x\|_\omega \leq \|x - y\|_\omega$ (see [3]). Choose $\tilde{x}_0 = x_0$ and $\tilde{x}_k = [x_k, A(\sigma^{k-1}(\omega))\tilde{x}_{k-1}]_{\sigma^k(\omega)}, \quad x = A^{-n}(\sigma^n(\omega))\tilde{x}_n.$

It is not difficult to see that $\|A^k(\omega)x - \tilde{x}_k\|_{\sigma^k(\omega)} \leq \eta(\sigma^k(\omega))$. On the other hand, $\|x_k - \tilde{x}_k\|_{\sigma^k(\omega)} \leq 2\eta(\sigma^k(\omega))$. Hence, $\|A^k(\omega)x - x_k\|_{\sigma^k(\omega)} \leq \|A^k(\omega)x - \tilde{x}_k\|_{\sigma^k(\omega)} + \|x_k - \tilde{x}_k\|_{\sigma^k(\omega)} \leq 3\eta(\sigma^k(\omega))$, and so, $\|A^k(\omega)x - x_k\| \leq 3\beta^2(\sigma^k(\omega))d(\sigma^k(\omega))$ (see also [3][5]).

Before proceed to the converse of the Main Theorem, let us recall “Oseledec’s Multiplication Ergodic Theorem”, in the sense of random dynamical systems [1]. The theorem says that there is a $\sigma$-invariant subset $\Gamma \subset \Omega$ of $\mathbb{F}$-full measure with the following property: There are a fixed number $m$, positive integers $d_i$ and real numbers $-\infty < \lambda_m < \cdots < \lambda_1 < \infty$, $1 \leq i \leq m$, such that for any $\omega \in \Gamma$, there exists a splitting $E^m(\omega) \oplus \cdots \oplus E^1(\omega)$ of $T_xM$ satisfying the two following conditions

- $\dim E^i(\omega) = d_i$, for any $1 \leq i \leq m$,
- $v \in E^i(\omega) \Rightarrow \lim_{n \to \infty} \frac{1}{n} \log \|A^n(\omega)v\| = \lambda_i$.

Put $E^s(\omega) = \bigoplus_{\lambda_i < 0} E^i(\omega), \quad E^c(\omega) = \bigoplus_{\lambda_i = 0} E^i(\omega) \quad \text{and} \quad E^u(\omega) = \bigoplus_{\lambda_i > 0} E^i(\omega).$

The subbundles $E^s(\omega)$, $E^0(\omega)$ and $E^u(\omega)$ are well-defined and measurably $A$-invariant. If $E^0(\omega) = 0$, then for some tempered random variables $C$ and $\alpha$, the cocycle $A$ has a random hyperbolic decomposition as in the Definition 1.3 (see [2][8]). In other words,
the random hyperbolicity are precisely equivalent to the non-existence of zero Lyapunov exponents. Hence, to prove the converse of the Main Theorem for triangular cocycles, it is sufficient to prove the non-existence of zero Lyapunov exponents.

Now, let us follow the proof of the Main Theorem in proving the converse. First, we prove it for a triangular cocycle. It does get a bit notations. Let $A(\omega) = (a_{ij}(\omega))$ with $a_{ij}(\omega) = 0$ if $j > i$. Then $A^n(\omega) = (a^n_{ij}(\omega))$ with $a^n_{ij}(\omega) = 0$ if $j > i$, and

$$a^n_{ii}(\omega) = a_{ii}(\sigma^{n-1}(\omega)) \cdots a_{ii}(\omega).$$

In the case of triangular matrices, the existence of the limits $\lim_{n \to \infty} \frac{1}{n} \log |a^n_{ii}(\omega)|$ for $\mathbb{P}$-a.e $\omega \in \Omega$ is a consequence of Birkhoff’s Ergodic Theorem. However, the fact of $\mathbb{P}$-integrability of the functions $\log \|A^\pm(\cdot)\|$ implies that these limits are exactly the Lyapunov exponents [2].

**Theorem 2.1.** If $A$ is a random triangular cocycle with the Lipschitz shadowing property, then the Lyapunov exponent of $A$ are all non-zero.

**Proof.** By contradiction, suppose that $A$ has Lipschitz shadowing property with random variable $L \geq 2$ and $d_0 > 0$, however, for some $1 \leq i \leq d$,

$$\lim_{n \to \infty} \frac{1}{n} \log |a^n_{ii}(\omega)| = 0.$$

For simplicity, suppose that $i = 1$ and put $a(\omega) = a_{11}(\omega)$. By the ergodicity of $\mathbb{P}$, the Lyapunov exponent along the fibre $\omega$ is also zero $\mathbb{P}$-a.e. Put

$$\gamma_n = \sum_{k=1}^{n} d_0(\sigma^k(\omega))/2 |a^k(\omega)|$$

and define a $(\omega, d_0/2)$-pseudo orbit $\xi(\omega) = \{x_n\}_{n \in \mathbb{Z}}$ as follows:

$$x_n^1 = \begin{cases} 
  a^n(\omega)x_0 & \text{if } n \leq 0, \\
  a^n(\omega)\gamma_n & \text{if } n \geq 0,
\end{cases}$$

and $x_n^j = 0$ for $2 \leq j \leq d$. We have

$$\|A(\sigma^n(\omega))x_n - x_{n+1}\| = |a(\sigma^n(\omega))a^n(\omega)\gamma_n - a^{n+1}(\omega)\gamma_{n+1}| \leq d_0(\sigma^n(\omega))/2.$$

Hence, $\{x_n\}_{n \in \mathbb{Z}}$ is a $(\omega, d_0/2)$-pseudo orbit for $A$. Suppose that the pseudo orbit $(\omega, Ld_0/2)$-shadowed by some point $x$. Then

$$\|A^n(\omega)x - x_n\| < L(\sigma^n(\omega))d_0(\sigma^n(\omega))/2,$$
and hence,
\[ |x - \gamma_n| \leq \frac{1}{|a^n(\omega)|} \| A^n(\omega)x - x_n \| \leq L(\sigma^n(\omega))\frac{d_0(\sigma^n(\omega))}{2|a^n(\omega)|}. \]

Now, the inequality
\[ |x - \sum_{k=1}^{n} \frac{d_0(\sigma^k(\omega))}{2|a^k(\omega)|} | \leq L(\sigma^n(\omega))\frac{d_0(\sigma^n(\omega))}{2|a^n(\omega)|} \]
inductively implies that
\[ d_0(\sigma^n(\omega)) \geq \frac{c}{L(\sigma^n(\omega)) - 1} \prod_{k=1}^{n-1} \left( \frac{L(\sigma^k(\omega))}{L(\sigma^k(\omega)) - 1} \right) \]
for some positive constant $c$. The recent inequality leads to the following contradiction:
\[
0 = \lim_{n \to \infty} \frac{1}{n} \log \frac{d_0(\sigma^n(\omega))}{|a^n(\omega)|} \geq \lim_{n \to \infty} \frac{1}{n} \sum_{k=0}^{n-1} \log \left( \frac{L(\sigma^k(\omega))}{L(\sigma^k(\omega)) - 1} \right) = \int_{\Omega} \log \frac{L(\omega)}{L(\omega) - 1} \, d\mathbb{P} > 0,
\]
where the last equality holds by “Birkhoff’s Ergodic Theorem”. \(\Box\)

To give the proof in the general situation, i.e., the case where $A$ isn’t necessarily triangular, we first give a cohomology between $A$ and a triangular cocycle. We benefit a method known Lyapunov-Perron triangularization (see also [6]). Then, using Theorem 2.1 we conclude the proof in the general case.

By Gram-Schmidt decomposition, any $M \in GL(\mathbb{R}, d)$ is represented uniquely in the form $M = G(M)T(M)$ where $G(M)$ is an orthogonal matrix and $T(M)$ a triangular matrix. Put $H = \Omega \times O(\mathbb{R}, d)$, where $O(\mathbb{R}, d)$ is the set of orthogonal matrices. For any $z = (\omega, U) \in H$, put $\Theta^n(z) = (\theta^n(\omega), G(A^n U))$. Let $\mathcal{M}_\mathbb{P}(\Theta)$ denotes all $\Theta$-invariant probability measures on $H$ whose marginal on $\Omega$ coincide with $\mathbb{P}$ (such measures can be characterized in term of their disintegrations $\mu_\omega$ by $A(\omega)(\mu_\omega) = \mu_\theta(\omega)$ a.s.). Let $\mathcal{E}_\mathbb{P}(\Theta) \subset \mathcal{M}_\mathbb{P}(\Theta)$ be the set of ergodic measures. Define random cocycle $B$ over the base space $H$ as follows
\[
B(\omega, U) = G(A(\omega)U)^{-1}A(\omega)U = T(A(\omega)U)^{-1}.
\]
By the definition,
\[
B^n(\omega, U) = G(A^n(\omega)U)^{-1}A^n(\omega)U = T(A^n(\omega)U)^{-1}.
\]
In particular, $B$ defines a triangular cocycle. The lemma below completes the proof of the Main Theorem.

**Lemma 2.2.** Theorem 2.1 remains true if we drop the condition of triangularity of $A$.

**Proof.** Suppose that $A$ has the Lipschitz shadowing property. We first show that the cocycle $B$ obtained by the triangularization method, described above, has the same property. For this, let $\xi = \{x_n\}$ be a $(\omega, U, d)$-pseudo orbit of $B$. Put $y_n = G(A^n(\omega)U)x_n$. A straightforward calculation shows that $\zeta = \{y_n\}$ is a $(\omega, d)$-pseudo orbit for $A$. Hence, $\zeta$ can be $(\omega, Ld)$ shadows by a point $y$. It isn’t difficult to see that $\xi$ is $(\omega, U, Ld)$ shadowed by $x = U^{-1}y$.

Now, choosing a measure $\mu \in \mathcal{E}_P(\Theta)$ and applying Theorem 2.1 one can deduces that the Lyapunov exponents of $B$ are all non-zero on a set $\hat{H} \subset H$ with $\mu(\hat{H}) = 1$. Suppose that $\Omega \subset \Omega$ be the projection of $\hat{H}$ over the first component, so $P(\Omega) = 1$. For $\omega \in \Omega$ and $v \in \mathbb{R}^d$, choosing $z \in \hat{H}$ with $z = (\omega, U)$, one has that

$$\lim_{n \to \infty} \frac{1}{n} \log \|A^n(\omega)v\| = \lim_{n \to \infty} \frac{1}{n} \log \|G(A^n(\omega)U)B^n(z)U^{-1}v\|$$

$$= \lim_{n \to \infty} \frac{1}{n} \log \|B^n(z)(U^{-1}v)\|$$

$$\neq 0.$$  

That is, the Lyapunov exponents of $A$ are all non-zero on $\Omega$.  
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