2009

Schur complements of generally diagonally dominant matrices and a criterion for irreducibility of matrices

Cheng-yi Zhang
zhangchengyi_2004@163.com

Shuanghua Luo

Chengxian Xu

Hongying Jiang

Follow this and additional works at: https://repository.uwyo.edu/ela

Recommended Citation

DOI: https://doi.org/10.13001/1081-3810.1295

This Article is brought to you for free and open access by Wyoming Scholars Repository. It has been accepted for inclusion in Electronic Journal of Linear Algebra by an authorized editor of Wyoming Scholars Repository. For more information, please contact scholcom@uwyo.edu.
SCHUR COMPLEMENTS OF GENERALLY DIAGONALLY DOMINANT MATRICES AND A CRITERION FOR IRREDUCIBILITY OF MATRICES

CHENG-YI ZHANG†, SHUANGHUA LUO‡, CHENGXIAN XU§, AND HONGYING JIANG¶

Abstract. As is well known, the Schur complements of strictly or irreducibly diagonally dominant matrices are $H$–matrices; however, the same is not true of generally diagonally dominant matrices. This paper proposes some conditions on the generally diagonally dominant matrix $A$ and the subset $\alpha \subset \{1, 2, \ldots, n\}$ so that the Schur complement matrix $A/\alpha$ is an $H$–matrix. These conditions are then applied to decide whether a matrix is irreducible or not.

Key words. Schur complement, Diagonally dominant matrices, $H$–matrices; Irreducible, Reducible.

AMS subject classifications. 15A15, 15F10.

1. Introduction. Recently, considerable interest appears in the work on the Schur complements of some families of matrices and several significant results are proposed. As is shown in [4], [5], [8], [2], [7], [10], [16] and [9], the Schur complements of positive semidefinite matrices are positive semidefinite (see, e.g., [16]); the same is true of $M$–matrices, inverse $M$–matrices (see, e.g., [5]), $H$–matrices (see, e.g., [8]), diagonally dominant matrices (see, e.g., [2] and [7]), Dashnic-Zusmanovich matrices (see, e.g., [10]) and generalized doubly diagonally dominant matrices (see, e.g., [9]).

Since $M$–matrices, Dashnic-Zusmanovich matrices, strictly generalized doubly diagonally dominant matrices and strictly or irreducibly diagonally dominant matrices are all $H$–matrices (see, e.g., [1, pp. 132-161], [10], [9] and [12, p. 92]), so are their Schur complements. This very property has been repeatedly used for the convergence of the Gauss-Seidel iterations and stability of Gaussian elimination in...
numerical analysis (see, e.g., [6, pp. 58], [3, pp. 508], [13, pp. 122-123] and [14, pp. 281-330]). However, for generally diagonally dominant matrices, their Schur complements are not necessarily $H$–matrices. But, it is found that for a diagonally dominant matrix which is not a strictly or irreducibly diagonally dominant matrix, its Schur complement can be an $H$–matrix. Thus, there arises an open problem: how do we decide whether the Schur complements of generally diagonally dominant matrices are $H$–matrices or not?

In this paper some conditions on the generally diagonally dominant matrix $A$ and the subset $\alpha \subset N$ will be proposed such that the Schur complement matrix $A/\alpha$ is an $H$–matrix. These conditions are then applied to decide whether a matrix is irreducible or not.

The paper is organized as follows. Some notation and preliminary results about special matrices are given in Section 2. Some lemmas are presented in Section 3. The main results of this paper are given in Section 4, where we give some conditions such that the Schur complement of a generally diagonally dominant matrix is an $H$–matrix. These results are applied to determine the irreducibility of a matrix. Conclusions are given in Section 5.

2. Preliminaries. In this section we present some notions and preliminary results about special matrices that are used in this paper.

$C^{m \times n}$ ($R^{m \times n}$) will be used to denote the set of all $m \times n$ complex (real) matrices. Let $A = (a_{ij}) \in R^{m \times n}$ and $B = (b_{ij}) \in R^{m \times n}$, we write $A \geq B$, if $a_{ij} \geq b_{ij}$ holds for all $i = 1, 2, \cdots, m$, $j = 1, 2, \cdots, n$. A matrix $A = (a_{ij}) \in R^{n \times n}$ is called a $Z$–matrix if $a_{ij} \leq 0$ for $i \neq j, i, j = 1, 2, \cdots, n$. We will use $Z_n$ to denote the set of all $n \times n Z$–matrices. A matrix $A = (a_{ij}) \in R^{n \times n}$ is called an $M$–matrix if $A \in Z_n$ and $A^{-1} \geq 0$. $M_n$ will be used to denote the set of all $n \times n M$–matrices.

For a given matrix $A = (a_{ij}) \in C^{n \times n}$, the comparison matrix $\mu(A) = (\mu_{ij})$ is given by

$$\mu_{ij} = \begin{cases} |a_{ii}|, & \text{if } i = j, \\ -|a_{ij}|, & \text{if } i \neq j. \end{cases}$$

It is clear that $\mu(A) \in Z_n$ for a matrix $A \in C^{n \times n}$. A matrix $A \in C^{n \times n}$ is called $H$–matrix if $\mu(A) \in H_n$. $H_n$ will denote the set of all $n \times n H$–matrices.

For $n \geq 2$, an $n \times n$ complex matrix $A$ is reducible if there exists an $n \times n$ permutation matrix $P$ such that

$$PAP^T = \begin{bmatrix} A_{11} & A_{12} \\ 0 & A_{22} \end{bmatrix},$$

(2.1)
where \( A_{11} \) is an \( r \times r \) submatrix and \( A_{22} \) is an \((n - r) \times (n - r)\) submatrix, where \( 1 \leq r < n \). If no such permutation matrix exists, then \( A \) is called irreducible. If \( A \) is a \( 1 \times 1 \) complex matrix, then \( A \) is irreducible if its single entry is nonzero, and reducible otherwise.

Let \(|\alpha|\) denote the cardinality of the set \( \alpha \subseteq N \). For nonempty index sets \( \alpha, \beta \subseteq N \), \( A(\alpha, \beta) \) is the submatrix of \( A \in \mathbb{C}^{n \times n} \) with row indices in \( \alpha \) and column indices in \( \beta \). The submatrix \( A(\alpha, \alpha) \) is abbreviated to \( A(\alpha) \). Let \( \alpha \subseteq N \), \( \alpha' = N - \alpha \), and \( A(\alpha) \) be nonsingular. Then, the matrix

\[
A/\alpha = A/A(\alpha) = A(\alpha') - A(\alpha', \alpha)[A(\alpha)]^{-1}A(\alpha, \alpha')
\]

is called the Schur complement of \( A \) with respect to \( A(\alpha) \), where indices in both \( \alpha \) and \( \alpha' \) are arranged with increasing order.

**Definition 2.1.** Let \( A \in \mathbb{C}^{n \times n}, \ n = \{1, 2, \cdots, n\} \), and define sets

\[
J(A) = \left\{ i \mid |a_{ii}| \geq \sum_{j=1, j \neq i}^{n} |a_{ij}|, \ i \in N \right\}
\]

and

\[
K(A) = \left\{ i \mid |a_{ii}| > \sum_{j=1, j \neq i}^{n} |a_{ij}|, \ i \in N \right\}
\]

If \( J(A) = N \), \( A \) is called diagonally dominant by row. If \( A \) is diagonally dominant by row with \( K(A) = N \), \( A \) is called strictly diagonally dominant by row. If \( A \) is irreducible and diagonally dominant by row with \( K(A) \neq \emptyset \), \( A \) is called irreducibly diagonally dominant by row. If \( A \) is diagonally dominant with \( J(A) \cap K(A) = \emptyset \), \( A \) is called diagonally equipotent by row.

\( D_n, SD_n, ID_n \) and \( DE_n \) will be used to denote the sets of \( n \times n \) matrices which are diagonally dominant by row, strictly diagonally dominant by row, irreducibly diagonally dominant by row and diagonally equipotent by row, respectively.

**Remark 2.2.** Let \( A = (a_{ij}) \in D_n \) and \( \alpha = N - \alpha' \subseteq N \). If \( A(\alpha) \) is a diagonally equipotent principal submatrix of \( A \), then the following hold:

- \( A(\alpha, \alpha') = 0 \);
- \( A(i_1) = (a_{i_1,i_1}) \) being diagonally equipotent implies \( a_{i_1,i_1} = 0 \).

Remark 2.2 implies the following lemmas.

**Lemma 2.3.** If a matrix \( A \in D_n \) has a diagonally equipotent principal submatrix \( A(\alpha) \) for \( \alpha \subseteq N \), then \( A \) is reducible.
**Lemma 2.4.** If \( A \in SD_n \cup ID_n \), then \( A \in H_n \) and is nonsingular.

**Definition 2.5.** A directed graph or digraph \( \Gamma \) is an ordered pair \( \Gamma := (V, E) \) that is subject to the following conditions: (i) \( V \) is a set whose elements are called vertices or nodes; (ii) \( E \) is a set of ordered pairs of vertices, called directed edges, arcs, or arrows. Let \( A \in C^{n \times n} \), where \( n < +\infty \). Then, we define the digraph \( \Gamma(A) \) of \( A \) as the directed graph with vertex set \( V = \{1, 2, \ldots, n\} \) and edge set \( E = \{(i, j) \mid i, j \in V, i \neq j\} \), where \( (i, j) \in E \) is an edge of \( \Gamma(A) \) connecting the vertex \( i \) to the vertex \( j \) if \( a_{ij} \neq 0, i \neq j \). Clearly, \( \Gamma(A) \) is a finite directed graph without loops and multiple edges. A digraph \( \Gamma(A) \) is called strongly connected if for any ordered pair of vertices \( i \) and \( j \), there exists a directed path \((i, i_1), (i_1, i_2), \ldots, (i_{r-1}, j)\) connecting \( i \) and \( j \).

**Lemma 2.6.** \( A \in C^{n \times n} \) is irreducible if and only if its digraph \( \Gamma(A) \) is strongly connected.

**Definition 2.7.** Given \( A = (a_{ij}) \in C^{n \times n} \), we define the matrix
\[
\pi(A) = (m_{ij}) \in R^{n \times n},
\]
where
\[
m_{ij} = \begin{cases} 
-|a_{ij}|, & \text{if } a_{ij} \neq 0 \text{ and } i > j, \\
|a_{ij}|, & \text{if } a_{ij} \neq 0 \text{ and } i < j, \\
\sum_{j=1, j \neq i}^{n} |a_{ij}|, & \text{if } i = j, \\
0, & \text{otherwise}.
\end{cases}
\]

According to Definition 2.5 and 2.7, it is clear that
\[
\Gamma(\pi(A)) = \Gamma(A).
\]

**Lemma 2.8.** \( A \in C^{n \times n} \) is irreducible if and only if \( \pi(A) \) is irreducible.

**Proof.** It follows from Lemma 2.6 and (2.6) that the conclusion of this lemma is true. \( \square \)

3. Some lemmas. In this section, some lemmas concerning several properties of diagonally dominant matrices and the Schur complements of matrices will be presented. They will be of use in the sequel.

**Lemma 3.1.** (see [15]) A matrix \( A \in D_n \) is singular if and only if the matrix \( A \) has at least either one zero principal submatrix or one irreducible and diagonally equipotent principal submatrix \( A_k = A(i_1, i_2, \ldots, i_k), 1 < k \leq n \), which satisfies condition that there exists a \( k \times k \) unitary diagonal matrix \( U_k \) such that
\[
U_k^{-1} D_{A_k}^{-1} A_k U_k = \mu(D_{A_k}^{-1} A_k),
\]
where $D_{A_k} = diag(a_{i_1j_1}, a_{i_2j_2}, \ldots, a_{i_kj_k})$.

**Lemma 3.2.** Let $A \in D_n$. Then $A$ is singular if and only if $A$ has at least one singular principal submatrix.

*Proof.* Necessity is obvious since $A$ is a principal submatrix of itself. For sufficiency, suppose that $A(i_1, i_2, \ldots, i_k)$ is a singular principal submatrix of $A$ where $1 \leq k \leq n$. Then it follows from the necessity of Lemma 3.1 that there exists a zero principal submatrix or a singular irreducibly diagonally equipotent principal submatrix $B = A(j_1, j_2, \ldots, j_k)(1 < k \leq k)$ in $A(i_1, i_2, \ldots, i_k)$, which satisfies condition (3.1). Obviously, $B$ is also a singular eigenvalue principal submatrix of $A$ which satisfies condition (3.1). So it follows from Lemma 3.1 that $A$ is singular. □

**Lemma 3.3.** (see [15]) Given a matrix $A \in \mathbb{R}^{n \times n}$, if $A \in D_n$ and is nonsingular, then $A$ has $|J_{+}(A)|$ eigenvalues with positive real part and $|J_{-}(A)|$ eigenvalues with negative real part, where $J_{+}(A) = \{ i \mid a_{ii} > 0, \ i \in N \}$, $J_{-}(A) = \{ i \mid a_{ii} < 0, \ i \in N \}$.

**Lemma 3.4.** (see [1]) Let $A \in \mathbb{Z}_n$. Then $A \in M_n$ if and only if the real part of each eigenvalue of $A$ is positive.

**Lemma 3.5.** Let $A \in D_n$. Then $A \in H_n$ if and only if $A$ has neither zero principal submatrices nor irreducibly diagonally equipotent principal submatrices.

*Proof.* First we prove sufficiency. Assume that $A$ has neither zero principal submatrices nor irreducibly diagonally equipotent principal submatrices. Then neither does $\mu(A)$. Since $\mu(A)$ has no zero principal submatrices and $\mu(A) \in D_n$ for $A \in D_n$, it follows from Lemma 3.1 that $\mu(A)$ is singular if and only if $\mu(A)$ has at least one irreducible and diagonally equipotent principal submatrix $A_k = A(i_1, i_2, \ldots, i_k), 1 < k \leq n$ satisfying condition (3.1). But, $\mu(A)$ has not any irreducibly diagonally equipotent principal submatrices. Consequently, $\mu(A)$ is nonsingular. Again, following Lemma 3.3, the real part of each eigenvalue of $\mu(A)$ is positive. Therefore, Lemma 3.4 indicates that $\mu(A) \in M_n$, i.e., $A \in H_n$.

Next, necessity can be proved by contradiction. Suppose $A$ has either one zero principal submatrix or one irreducibly diagonally equipotent principal submatrix. So does $\mu(A)$. Such principal matrix is assumed as $\mu(A_k)$, where $A_k$ is either one zero principal submatrix or one irreducibly diagonally equipotent principal submatrix of $A$. Then it follows from of Lemma 3.1 that $\mu(A)$ is singular. According to the definition of $M-$matrix, $\mu(A)$ is not an $M-$matrix. This shows that $A$ is not an $H-$matrix, which contradicts $A \in H_n$. Thus, necessity is true, which completes the proof. □

**Lemma 3.6.** (see [11]) Let $A \in C^{n \times n}$ be partitioned as

$$A = \begin{pmatrix} a_{11} & A_{12} \\ A_{21} & A_{22} \end{pmatrix},$$

with $a_{11} \neq 0$. Then

$$\mu(A) = \mu(a_{11}) + \mu(A_{12}) - \mu(a_{12}).$$
where $A_{21} = (a_{21}, a_{31}, \cdots, a_{n1})^T$ and $A_{12} = (a_{12}, a_{13}, \cdots, a_{1n})$. If $A_{22}$ is nonsingular, then

$$\frac{\det A}{\det A_{22}} = a_{11} - (a_{12}, a_{13}, \cdots, a_{1n})[A_{22}]^{-1} \begin{pmatrix} a_{21} \\ \vdots \\ a_{n1} \end{pmatrix}.$$ 

**Lemma 3.7.** (see [1,4]) If $A \in D_n \cap Z_n$ with $a_{ii} \geq 0$ for all $i \in N$, then $\det A \geq 0$. Furthermore, if $A \in D_n \cap M_n$, then $\det A > 0$.

**Lemma 3.8.** Given an irreducible matrix $A = (a_{ij}) \in Z_n$ with $a_{ii} \geq 0$ for all $i \in N$ and a set $\alpha \subset N$, if $A \in DE_n$, then $A/\alpha \in DE_{n-|\alpha|} \cap Z_{n-|\alpha|}$.

**Proof.** Since $A \in DE_n$ is irreducible and $\alpha \subset N$, $A(\alpha) \in H_{|\alpha|}$. Otherwise, Lemma 3.5 shows that $A(\alpha)$ has a zero principal submatrix or diagonally equipotent principal submatrix, say $A(\gamma)$ for $\gamma \subseteq \alpha$. Then, $A(\gamma)$ is also a zero principal submatrix or diagonally equipotent principal submatrix of $A$. It then follows from Lemma 2.3 that $A$ is reducible which contradicts the irreducibility of $A$. Thus, $A(\alpha) \in H_{|\alpha|}$. Since $A = (a_{ij}) \in Z_n$ with $a_{ii} \geq 0$ for all $i \in N$, $A(\alpha) = (a'_{ij}) \in Z_{|\alpha|}$ with $a'_{ii} \geq 0$ for all $i \in \alpha$. As a result, $A(\alpha) \in M_{|\alpha|}$ and consequently $[A(\alpha)]^{-1} \geq 0$. Therefore, $A/\alpha$ exists. Suppose $\alpha = \{i_1, i_2, \ldots, i_k\}$, $\alpha' = N - \alpha = \{j_1, j_2, \ldots, j_m\}$, $k + m = n$. Let $A/\alpha = (\tilde{a}_{ji,jt})_{m \times m}$. According to definition (2.2) of the matrix $A/\alpha$, we have the off-diagonal entries of the Schur complement matrix $A/\alpha$,

$$\tilde{a}_{ji,jt} = a_{ji,jt} - \begin{pmatrix} a_{i1,j1} \\ a_{i2,j1} \\ \vdots \\ a_{i1,jt} \\ a_{i2,jt} \\ \vdots \\ a_{ik,jt} \end{pmatrix} = -\begin{pmatrix} |a_{ji,j1}| + |a_{ji,j2}| + \cdots + |a_{ji,jk}| \end{pmatrix} [A(\alpha)]^{-1} \begin{pmatrix} a_{i1,j1} \\ a_{i2,j1} \\ \vdots \\ a_{i1,jt} \\ a_{i2,jt} \\ \vdots \\ a_{ik,jt} \end{pmatrix} \leq 0,$$

for $l \neq t$, $t, l = 1, 2, \cdots, m$

which shows $A/\alpha \in Z_{n-|\alpha|}$, and the diagonal entries (obtained by Lemma 3.6)

$$\tilde{a}_{ji,j1} = a_{ji,j1} - \begin{pmatrix} a_{ji,i1} \\ a_{ji,i2} \\ \vdots \\ a_{ji,i1} \\ a_{ji,i2} \\ \vdots \\ a_{ji,ik} \end{pmatrix} [A(\alpha)]^{-1} \begin{pmatrix} a_{i1,j1} \\ a_{i2,j1} \\ \vdots \\ a_{i1,jt} \\ a_{i2,jt} \\ \vdots \\ a_{ik,jt} \end{pmatrix} = \frac{\det C_l}{\det A(\alpha)} , l = 1, 2, \cdots, m,$$
where
\[
C_l = \begin{pmatrix}
  a_{j_l,j_l} & h \\
  s & A(\alpha)
\end{pmatrix}_{(k+1) \times (k+1)},
\]
\[
s = (a_{s_1,j_l}, \ldots, a_{s_k,j_l})^T,
\]
\[
h = (a_{j_l,s_1}, \ldots, a_{j_l,s_k}).
\]
Since \(C_l\) is a \((k+1) \times (k+1)\) principal submatrix of \(A\), \(C_l \in D_{k+1} \cap Z_{k+1}\) with all its diagonal entries being nonnegative and it follows from Lemma 3.7 that \(\det C_l \geq 0\).
In the same way, \(\det A(\alpha) > 0\). Thus,
\[
\tilde{a}_{j_l,j_l} = \frac{\det C_l}{\det A(\alpha)} \geq 0.
\]
Therefore,
\[
|\tilde{a}_{j_l,j_l}| = |a_{j_l,j_l}| - \left[ (|a_{j_l,i_1}|, \ldots, |a_{j_l,i_k}|)|A(\alpha)|^{-1} \begin{pmatrix}
  |a_{i_1,j_l}| \\
  |a_{i_2,j_l}| \\
  \vdots \\
  |a_{i_k,j_l}|
\end{pmatrix} \right] \geq 0,
\]
\(l = 1, 2, \ldots, m\).
Since \(A \in Z_n\) with \(a_{ii} \geq 0\) for all \(i \in N\) and \(|A(\alpha)|^{-1} \geq 0\), using (3.2), (3.4) and Lemma 3.6, we have
\[
|\tilde{a}_{j_l,j_l}| - \sum_{i=1, i \neq l}^m |\tilde{a}_{j_l,j_i}| = |a_{j_l,j_l}| - (a_{j_l,i_1}, \ldots, a_{j_l,i_k})|A(\alpha)|^{-1} \begin{pmatrix}
  a_{i_1,j_l} \\
  a_{i_2,j_l} \\
  \vdots \\
  a_{i_k,j_l}
\end{pmatrix}
\]
\[
- \sum_{i=1, i \neq l}^m \left| a_{j_l,j_l} - (a_{j_l,i_1}, \ldots, a_{j_l,i_k})|A(\alpha)|^{-1} \begin{pmatrix}
  a_{i_1,j_l} \\
  a_{i_2,j_l} \\
  \vdots \\
  a_{i_k,j_l}
\end{pmatrix} \right| 
\]
\[
\sum_{i=1}^m \left| (a_{j_l,i_1}, |a_{j_l,i_2}|, \ldots, |a_{j_l,i_k}|)|A(\alpha)|^{-1} \begin{pmatrix}
  |a_{i_1,j_l}| \\
  |a_{i_2,j_l}| \\
  \vdots \\
  |a_{i_k,j_l}|
\end{pmatrix} \right| 
\]
\[
= \frac{\det B_l}{\det A(\alpha)}, \quad l = 1, 2, \ldots, m,
\]
where
\[
B_l = \begin{pmatrix}
|a_{ji,jl}| & \cdots & |a_{ji,jk}| & h^T \\
g & A(\alpha)
\end{pmatrix}_{(k+1) \times (k+1)},
\]
\[
g = (- \sum_{i=1}^{m} |a_{i1,j1}|, \ldots, - \sum_{i=1}^{m} |a_{i1,jk}|)^T,
\]
\[
h = (-|a_{j1,i1}|, \ldots, -|a_{j1,ik}|)^T.
\]

It is clear that \(B_l \in Z_{k+1}\). Since \(A \in DE_n\), we have
\[
|a_{ji,ji}| - \sum_{i=1, i \neq l}^{m} |a_{ji,jl}| = \sum_{i=1}^{k} |a_{ji,ji}|.
\]

and
\[
|a_{i_r,i_r}| = \sum_{i=1, i \neq r}^{k} |a_{i_r,i_r}| + \sum_{i=1}^{m} |a_{i_r,jl}|, \quad r = 1, 2, \ldots, k.
\]

Equalities (3.6) and (3.7) indicate \(B_l \in DE_{k+1}\). Since \(B_l \in DE_{k+1} \cap Z_{k+1}\), it follows from Lemma 3.1 that \(B_l\) is singular and \(\det B_l = 0\). Since \(A(\alpha) \in D(\alpha) \cap M(\alpha)\), Lemma 3.10 gives \(\det A(\alpha) > 0\). Thus, by (3.5), we have
\[
|\tilde{a}_{ji,ji}| - \sum_{i=1, i \neq l}^{m} |\tilde{a}_{ji,jl}| = \frac{\det B_l}{\det A(\alpha)} = 0
\]

and thus
\[
|\tilde{a}_{ji,ji}| = \sum_{i=1, i \neq l}^{m} |\tilde{a}_{ji,jl}|, \quad l = 1, 2, \ldots, m,
\]

which shows \(A/\alpha \in DE_m\). This completes the proof. \(\square\)

**Lemma 3.9.** (see [16]) Given a matrix \(A = (a_{ij}) \in C^{n \times n}\) and two diagonal matrices \(E = \text{diag}(e_1, \ldots, e_n)\) and \(F = \text{diag}(f_1, \ldots, f_n)\) with \(e_i \neq 0\) and \(f_i \neq 0\) for all \(i \in N\). Assume \(B = EAF\) and \(\alpha = N - \alpha' \subseteq N\). If \(A(\alpha)\) is nonsingular, then \(B/\alpha = E(\alpha)F(\alpha')\), where \(\alpha' = N - \alpha = \{j_1, \ldots, j_m\}\), \(E(\alpha') = \text{diag}(e_{j_1}, \ldots, e_{j_m})\) and \(F(\alpha') = \text{diag}(f_{j_1}, \ldots, f_{j_m})\).

**Lemma 3.10.** (see [7]) Given a matrix \(A \in D_n\) and a set \(\alpha \subseteq N\), if \(A(\alpha)\) is nonsingular, then \(A/\alpha \in D_{n-|\alpha|}\).

**Lemma 3.11.** (see [8]) Let \(A \in H_n\) and \(\alpha \subseteq N\). Then \(A/\alpha \in H_{n-|\alpha|}\).
LEMMA 3.12. Let an irreducible matrix \( A \in D_n \). Then for each \( \alpha \subset N \), \( A/\alpha \in \{D_{n-|\alpha|}\} \) if and only if \( A \) is singular.

Proof. Sufficiency will be proved firstly. Assume that \( A \) is singular. Since \( A \in D_n \) is irreducible, \( a_{ii} \neq 0 \) for \( i = 1, 2, \ldots, n \) and Lemma 3.1 yields that there exists a \( n \times n \) unitary diagonal matrix \( U = diag(u_1, \ldots, u_n) \) such that

\[
(3.9) \quad D^{-1}A = U\mu(D^{-1}A)U^{-1} \in DE_n,
\]

where \( D = diag(a_{11}, a_{22}, \ldots, a_{nn}) \). Let \( B = D^{-1}A \in DE_n \), then \( B = U\mu(B)U^{-1} \).

According to Lemma 3.9, we have

\[
(3.10) \quad B/\alpha = U_\alpha'[\mu(B)/\alpha]U_\alpha^{-1},
\]

where \( \alpha' = N - \alpha = \{j_1, \ldots, j_m\} \) and \( U_\alpha' = diag(u_{j_1}, \ldots, u_{j_m}) \). Since \( B = D^{-1}A \in DE_n \), \( \mu(B) \in DE_n \). It then follows from Lemma 3.8 that \( \mu(B)/\alpha \in DE_{n-|\alpha|} \). Since \( U_\alpha' \) is an \( m \times m \) unitary diagonal matrix, (3.10) implies \( B/\alpha \in DE_{n-|\alpha|} \). As is assumed, \( A = DB \). Thus, Lemma 3.9 gives that

\[
(3.11) \quad A/\alpha = D_{\alpha'}[B/\alpha],
\]

where \( D_{\alpha'} = diag(d_{j_1}, \ldots, d_{j_m}) \). Since \( B/\alpha \in DE_{n-|\alpha|} \), (3.11) implies \( A/\alpha \in DE_{n-|\alpha|} \), which completes sufficiency.

Next, we will prove necessity by contradiction. Assume that \( A \in D_n \) is nonsingular. If \( A \in H_n \), Lemma 3.10 and Lemma 3.11 show \( A/\alpha \in D_{n-|\alpha|} \cap H_{n-|\alpha|} \). It follows from Lemma 3.5 that \( A/\alpha \notin DE_{n-|\alpha|} \), which shows that the assumption is not true. Thus, \( A \) is singular.

If \( A \notin H_n \) but \( A \in D_n \) is irreducible, Lemma 3.5 indicates \( A \in DE_n \) is irreducible. Again, since \( A \in DE_n \) is nonsingular, \( a_{ii} \neq 0 \) for \( i = 1, 2, \ldots, n \) and Lemma 3.1 implies that there is not any \( n \times n \) unitary diagonal matrix \( U \) such that (3.9) holds. Without loss of generality, let \( D = I \). Then \( D^{-1}A = A \in DE_n \) and \( U^{-1}D^{-1}AU = U^{-1}AU \notin Z_n \) for all \( n \times n \) unitary diagonal matrix \( U \). Suppose \( \alpha = \{i_1, i_2, \ldots, i_k\} \), \( \alpha' = N - \alpha = \{j_1, j_2, \ldots, j_m\} \), \( k + m = n \). Let \( A/\alpha = (a_{j_l,j_l})_{m \times m} \). Since \( A \in DE_n \) is irreducible and \( \alpha \subset N \), it follows from the proof of Lemma 3.8 that \( A(\alpha) \in H_\alpha \). As a result, \( |\mu(A(\alpha))|^{-1} \geq 0 \). Since \( U^{-1}D^{-1}AU = U^{-1}AU \notin Z_n \) for all \( n \times n \) unitary diagonal matrix \( U \), there exists at least one \( l \), \( l = 1, 2, \ldots, m \) such that
where

$$|\tilde{a}_{j_1,j_i}| - \sum_{i=1, i \neq l}^m |\tilde{a}_{j_1,j_i}| = a_{j_1,j_i} - (a_{j_1,i_1}, \ldots, a_{j_1,i_k})[A(\alpha)]^{-1}\begin{pmatrix} a_{i_1,j_i} \\ a_{i_2,j_i} \\ \vdots \\ a_{i_k,j_i} \end{pmatrix}$$

$$= \frac{\det C_l}{\det \mu[A(\alpha)]},$$

(3.12)

$$> |a_{j_1,j_i}| - \sum_{i=1, i \neq l}^m |a_{j_1,j_i}| - m \left|\left\{ |a_{j_1,i_1}|, |a_{j_1,i_2}|, \ldots, |a_{j_1,i_k}| \right\}\right| \mu[A(\alpha)]^{-1}\begin{pmatrix} |a_{i_1,j_i}| \\ |a_{i_2,j_i}| \\ \vdots \\ |a_{i_k,j_i}| \end{pmatrix}$$

and thus there exists at least one $l$, $l = 1, 2, \ldots, m$ such that

(3.13)

$$|\bar{a}_{j_1,j_i}| > \sum_{i=1, i \neq l}^m |\bar{a}_{j_1,j_i}|$$

which shows $A/\alpha \notin \mathcal{E}_{m-|\alpha|}$. Therefore, the assumption is not true and $A$ is singular. This completes necessity. \(\square\)
LEMMA 3.13. Let $A \in D_n$. Then $A$ is nonsingular if and only if $A(\alpha)$ and $A/\alpha$ are both nonsingular for each $\alpha \subset N$.

Proof. Assume $\alpha' = N - \alpha$. Since $A$ is nonsingular, it follows from Lemma 3.2 that $A(\alpha)$ is nonsingular for each $\alpha \subset N$. Thus, $A/\alpha$ exists for each $\alpha \subset N$ and there exists an $n \times n$ permutation matrix $P$ such that

$$B = P^T AP = \begin{bmatrix} A(\alpha) & A(\alpha, \alpha') \\ A(\alpha', \alpha) & A(\alpha') \end{bmatrix}.$$ 

Let $P_1 = \begin{bmatrix} I_{|\alpha|} & 0 \\ -A(\alpha', \alpha)[A(\alpha)]^{-1} & I_{|\alpha'|} \end{bmatrix}$, $P_2 = \begin{bmatrix} I_{|\alpha|} & -[A(\alpha)]^{-1}A(\alpha', \alpha) \\ 0 & I_{|\alpha'|} \end{bmatrix}$, where $I_{|\alpha|}$ and $I_{|\alpha'|}$ are the $|\alpha| \times |\alpha|$ identity matrix and the $|\alpha'| \times |\alpha'|$ identity matrix, respectively. Then, the product

$$P_1 BP_2 = P_1 P^T APP_2$$

(3.14)

$$= \begin{bmatrix} A(\alpha) & 0 \\ 0 & A(\alpha') - A(\alpha', \alpha)[A(\alpha)]^{-1}A(\alpha', \alpha) \\ A(\alpha) & 0 \\ 0 & A(\alpha') \end{bmatrix}.$$

As $P$, $P_1$, $P_2$ and $A$ are all nonsingular, so is $P_1 BP_2$. Again, $A(\alpha)$ is nonsingular, then $A/\alpha$ is nonsingular from (3.14).

If $A(\alpha)$ and $A/\alpha$ are nonsingular, then $P_1 BP_2 = P_1 P^T APP_2$ is nonsingular from (3.14). So is $A$. □

LEMMA 3.14. Given an $n \times n$ matrix $A \in C^{n \times n}$ and two sets $\alpha$, $\alpha'$ satisfying $\alpha \subset N$ and $\alpha' = N - \alpha$, assume that $A(\alpha)$ is nonsingular and there exists an $n \times n$ permutation matrix $P$ such that

$$PAP^T = \begin{bmatrix} A_{11} & A_{12} & \cdots & A_{1s} \\ 0 & A_{22} & \cdots & A_{2s} \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & A_{ss} \end{bmatrix},$$

(3.15)

where $A_{ij}$ is irreducible, $A_{ij} = A(\alpha_i, \alpha_j)$ is the submatrix of $A$ for $i, j = 1, 2, \cdots, s$ ($1 \leq s \leq n$), with row indices in $\alpha_i$ and column indices in $\alpha_j$, $\bigcup_{j=1}^{s} \alpha_j = N$ and $\alpha_i \cap \alpha_j = \emptyset$ for $i \neq j$. If $A/\alpha$ is irreducible, then for some $i$, $i = 1, 2, \cdots, s$, $\alpha' \subseteq \alpha_i$ and $A/\alpha = [A(\alpha_i)]/\eta$, where $\eta = \alpha_i - \alpha'$.

Proof. If $A$ is irreducible, then $A_{11} = A(\alpha_1) = A$. As a result, $\alpha_1 = N$, $\eta = \alpha_1 - \alpha' = N - \alpha' = \alpha$. Hence $A/\alpha = [A(\alpha_1)]/\eta$. The conclusion of this lemma is true.

If $A$ is reducible, then $2 \leq s \leq n$. For this case, the conclusion of this lemma will be proved by contradiction. Assume that the conclusion of this lemma is not true,
that is, \( \alpha' \subseteq \alpha \) doesn’t hold for any \( i, i = 1, 2, \cdots, s \). Then, let \( \alpha' = \bigcup_{j=1}^{s} \beta_j \), where \( \emptyset \subseteq \beta_j \subseteq \alpha \) for \( j = 1, 2, \cdots, s \) and the number of nonempty set \( \beta_j \) is at least equal to 2. Let \( \gamma_j = \alpha_j - \beta_j \) for \( j = 1, 2, \cdots, s \), then

\[
\alpha = N - \alpha' = \bigcup_{j=1}^{s} \alpha_j - \bigcup_{j=1}^{s} \beta_j = \bigcup_{j=1}^{s} \gamma_j.
\]

Then there exists an \( n \times n \) permutation matrix \( P_1 \) such that

\[
C = P_1 P A P^T P_1^T = P_1 \begin{bmatrix} A_{11} & A_{12} & \cdots & A_{1s} \\
0 & A_{22} & \cdots & A_{2s} \\
& \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{ss} \end{bmatrix} P_1^T \tag{3.16}
\]

where \( A'_{(\alpha_i, \alpha_j)} = \begin{bmatrix} A(\gamma_1, \gamma_2) & A(\gamma_1, \beta_j) \\
A(\beta_i, \gamma_2) & A(\beta_i, \beta_j) \end{bmatrix} \), \( i < j \) and \( A'_{(\alpha_i)} = \begin{bmatrix} A(\gamma_1) & A(\gamma_1, \beta_i) \\
A(\beta_i, \gamma_1) & A(\beta_i) \end{bmatrix} \) for \( i, j = 1, 2, \cdots, s \). Therefore, there exists an \( n \times n \) permutation matrix \( Q \) such that

\[
QCQ^T = QP_1 P A P^T P_1^T Q^T = \begin{bmatrix} A(\alpha) & A(\alpha, \alpha') \\
A(\alpha', \alpha) & A(\alpha') \end{bmatrix} \tag{3.17}
\]

where

\[
A(\alpha) = \begin{bmatrix} A(\gamma_1) & A(\gamma_1, \gamma_2) & \cdots & A(\gamma_1, \gamma_s) \\
0 & A(\gamma_2) & \cdots & A(\gamma_2, \gamma_s) \\
& \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A(\gamma_s) \end{bmatrix},
A(\alpha', \alpha) = \begin{bmatrix} A(\beta_1, \gamma_1) & A(\beta_1, \gamma_2) & \cdots & A(\beta_1, \gamma_s) \\
0 & A(\beta_2, \gamma_2) & \cdots & A(\beta_2, \gamma_s) \\
& \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A(\beta_s) \end{bmatrix},
\]

\[
A(\alpha') = \begin{bmatrix} A(\beta_1, \gamma_1) & A(\beta_1, \beta_2) & \cdots & A(\beta_1, \beta_s) \\
0 & A(\beta_2, \beta_2) & \cdots & A(\beta_2, \beta_s) \\
& \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A(\beta_s) \end{bmatrix},
A(\alpha', \alpha) = \begin{bmatrix} A(\beta_1, \gamma_1) & A(\beta_1, \gamma_2) & \cdots & A(\beta_1, \gamma_s) \\
0 & A(\beta_2, \gamma_2) & \cdots & A(\beta_2, \gamma_s) \\
& \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A(\beta_s) \end{bmatrix},
\]

\[
A(\alpha, \alpha') = \begin{bmatrix} A(\gamma_1, \beta_1) & A(\gamma_1, \beta_2) & \cdots & A(\gamma_1, \beta_s) \\
0 & A(\gamma_2, \beta_2) & \cdots & A(\gamma_2, \beta_s) \\
& \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A(\gamma_s, \beta_s) \end{bmatrix}.
\]
Direct computation yields
\[
\frac{A}{\alpha} = A(\alpha') - A(\alpha', \alpha)A(\alpha)^{-1}A(\alpha, \alpha')
\]
(3.19)
\[
\begin{bmatrix}
[A(\alpha_1)]/\gamma_1 & * & \cdots & * \\
0 & A[A(\alpha_2)]/\gamma_2 & \cdots & * \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & [A(\alpha_s)]/\gamma_s
\end{bmatrix},
\]
where * denotes some unknown matrices. The equality (3.19) shows that \(A/\alpha\) is reducible. This contradicts the irreducibility of \(A/\alpha\). Therefore, the assumption is incorrect and the conclusion of this lemma is true. \(\square\)

4. Main results. The main theorems of this paper are presented in this section. They concern when a Schur complement of a diagonally dominant matrix is an \(H\)–matrix. Then these theorems are applied to decide whether a matrix is an irreducible matrix or not.

**Theorem 4.1.** Let \(A \in DE_n\) be nonsingular. Then \(A/\alpha \in H_{n-|\alpha|}\) for each \(\alpha \subset N\) if and only if \(A\) is irreducible.

**Proof.** Sufficiency will be proved firstly. Assume that \(A\) is irreducible. Since \(A \in DE_n \subseteq D_n\) is nonsingular, it follows from Lemma 3.10 and Lemma 3.12 that \(A/\alpha \in D_{n-|\alpha|}\), but \(A/\alpha \notin DE_{n-|\alpha|}\). It follows that sufficiency can be proved by the following two cases.

Case (i). If \(A/\alpha\) is irreducible, then \(A/\alpha \in ID_{n-|\alpha|}\). Lemma 2.4 yields \(A/\alpha \in H_{n-|\alpha|}\) for each \(\alpha N\) which completes the sufficiency of this theorem.

Case (ii). If \(A/\alpha\) is reducible, there exists a \(|\alpha'| \times |\alpha'|\) permutation matrix \(P\) such that
\[
P[A/\alpha]P^T = P[\tilde{A}(\alpha')]P^T =
\begin{bmatrix}
\tilde{A}_{11} & \tilde{A}_{12} & \cdots & \tilde{A}_{1s} \\
0 & \tilde{A}_{22} & \cdots & \tilde{A}_{2s} \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & A_{ss}
\end{bmatrix},
\]
where \(\tilde{A}_{ii}\) is irreducible for \(i = 1, 2, \ldots, s\ (s \geq 2)\), and correspondingly,
\[
P[A(\alpha')]P^T =
\begin{bmatrix}
A_{11} & A_{12} & \cdots & A_{1s} \\
A_{21} & A_{22} & \cdots & A_{2s} \\
\vdots & \vdots & \ddots & \vdots \\
A_{s1} & A_{s2} & \cdots & A_{ss}
\end{bmatrix},
\]
\[
P[A(\alpha', \alpha)] =
\begin{bmatrix}
A_{10} & A_{20} & \cdots & A_{s0}
\end{bmatrix}^T,
\]
and
\[ [A(\alpha, \alpha')]^{PT} = \begin{bmatrix} A_{o1} & A_{o2} & \cdots & A_{os} \end{bmatrix}, \]
where \( \tilde{A}_{ij} \) is irreducible for \( i = 1, 2, \ldots, s \) (\( s \geq 2 \)), \( \tilde{A}_{ij} = \tilde{A}(\alpha_i, \alpha_j) \) and \( A_{ij} = A(\alpha_i, \alpha_j) \) are the submatrices of the matrix \( A \) and \( A/\alpha = \tilde{A}(\alpha') \), respectively, with row indices in \( \alpha_i \) and column indices in \( \alpha_j \). \( \bigcup_{j=1}^{s} \alpha_j = \alpha' \) and \( \alpha_i \cap \alpha_j = \emptyset \) for \( i \neq j \), \( i, j = 0, 1, 2, \ldots, s \) (\( s \geq 2 \)), \( \alpha_0 = \alpha \). Using (2.2),
\[ (4.5) \quad P[A/\alpha]^{PT} = PA(\alpha')^{PT} - PA(\alpha', \alpha)[A(\alpha)]^{-1}A(\alpha, \alpha')^{PT}. \]
Direct calculation gives
\[ (4.6) \quad \tilde{A}_{ii} = A_{ii} - A_{i0}[A(\alpha)]^{-1}A_{0i}, \quad i = 1, 2, \ldots, s \) (\( s \geq 2 \)),
which is the Schur complement of the matrix
\[ A(\alpha \cup \alpha_i) = \begin{bmatrix} A(\alpha) & A(\alpha, \alpha_i) \\ A(\alpha, \alpha) & A(\alpha_i) \end{bmatrix} = \begin{bmatrix} A(\alpha) & A_{0i} \\ A_{i0} & A_{ii} \end{bmatrix} \]
with respect to \( A(\alpha_i) = A_{ii} \). Since \( \tilde{A}_{ii} \) is irreducible, it follows from Lemma 3.14 that \( \tilde{A}_{ii} = [A(\alpha \cup \alpha_i)]/\alpha = [A(\beta_i)]/\eta_i \), where \( \beta_i \subseteq \alpha \cup \alpha_i \), \( \eta_i = \beta_i - \alpha_i \supseteq \emptyset \) and \( A(\beta_i) \) is an irreducible principal submatrix, defined in (3.15), of the matrix \( A(\alpha \cup \alpha_i) \). Since \( \bigcup_{j=1}^{s} \alpha_j = \alpha' \) and \( s \geq 2 \), \( \alpha_i \subseteq \alpha' \) and \( \beta_i \subseteq \alpha \cup \alpha_i \subseteq N \). Thus, \( A(\beta_i) \) is also an irreducible principal submatrix of the matrix \( A \). As a result, one must have \( A(\beta_i) \in H_{|\beta_i|} \). Otherwise, \( A(\beta_i) \notin H_{|\beta_i|} \). Since \( A \in DE_n \subset D_n \) yields \( A(\beta_i) \in D_{|\beta_i|} \) and \( A(\beta_i) \notin H_{|\beta_i|} \) is irreducible, Lemma 3.5 indicates that \( A(\beta_i) \in DE_{|\beta_i|} \) which shows that the irreducible matrix \( A \) has a diagonally equipotent principal submatrix \( A(\beta_i) \). It then follows from Lemma 2.3 that the matrix \( A \) is reducible, which contradicts the irreducibility of \( A \). Therefore, \( A(\beta_i) \in ID_{|\beta_i|} \). From Lemma 2.4, we have \( A(\beta_i) \in H_{|\beta_i|} \). Then, Lemma 3.11 gives \( \tilde{A}_{ii} = [A(\alpha \cup \alpha_i)]/\alpha = [A(\beta_i)]/\eta \in H_{|\alpha_i|} \). In the end, we conclude that \( \tilde{A}_{ii} \in H_{|\alpha_i|} \) for all \( i = 1, 2, \ldots, s \). It then follows form (4.1) that \( A/\alpha \in H_{n-|\alpha|} \). This completes sufficiency.

Now, we prove necessity by contradiction. Assume that the nonsingular matrix \( A \in DE_n \) is reducible. Then, there exists an \( n \times n \) permutation matrix \( Q \) such that
\[ (4.7) \quad QAQ^T = \begin{bmatrix} A(\alpha_1) & A(\alpha_1, \alpha_2) \\ 0 & A(\alpha_2) \end{bmatrix}, \]
where \( \alpha_1 \subseteq N \) and \( A(\alpha_2) \in DE_{|\alpha_2|} \) is irreducible. Set \( \alpha = \alpha_1 \), then
\[ A/\alpha = A(\alpha_2) \in DE_{|\alpha_2|} \]
for \( A(\alpha_1) \) is nonsingular. Therefore, \( A/\alpha \notin H_{n-|\alpha|} \) in which \( \alpha = \alpha_1 \subseteq N \), which contradicts \( A/\alpha \in H_{n-|\alpha|} \) for each \( \alpha \subseteq N \). Thus, sufficiency is true. This completes the proof. \( \square \)
Example 4.1 Consider the irreducible matrix

$$A = \begin{bmatrix} 3 & -1 & -1 & -1 \\ 1 & 2 & 0 & -1 \\ 2 & 1 & 5 & -2 \\ 1 & 2 & 3 & 6 \end{bmatrix} \in DE_4. \tag{4.8}$$

Since the comparison matrix of $A$

$$\mu(A) = \begin{bmatrix} 3 & -1 & -1 & -1 \\ -1 & 2 & 0 & -1 \\ -2 & -1 & 5 & -2 \\ -1 & -2 & -3 & 6 \end{bmatrix} \in Z_4$$

can be verified to be singular, $A \notin H_4$. However, setting $\alpha = \{1, 2\}$, it is easy to see that the Schur complement matrix of $A$,

$$A/\alpha = \begin{bmatrix} 5.4286 & -0.8571 \\ 3.0000 & 7.0000 \end{bmatrix} \in H_2.$$ 

Furthermore, we can verify $A/\alpha \in H_{4-|\alpha|}$ for each $\alpha \subset \{1, 2, 3, 4\}$, which shows that the sufficiency of Theorem 4.1 is true.

Example 4.2 Consider the reducible matrix

$$B = \begin{bmatrix} 5 & -1 & -1 & -1 & -1 \\ 1 & 6 & -2 & -1 & -1 \\ 2 & 1 & 10 & -2 & -3 \\ 0 & 0 & 0 & 6 & -2 & -4 \\ 0 & 0 & 0 & 3 & 1 & 4 \end{bmatrix} \in DE_6. \tag{4.9}$$

It follows from Lemma 3.1 that $B$ is nonsingular. For $\alpha = \{1, 2, 3\}$, we have

$$B/\alpha = \begin{bmatrix} 6 & -2 & -4 \\ 2 & 8 & -6 \\ 3 & 1 & 4 \end{bmatrix} \notin H_3.$$ 

This illustrates that for a nonsingular matrix $A \in DE_n$, the irreducibility of $A$ guarantees that $A/\alpha \in H_{n-|\alpha|}$ for each $\alpha \subset N$.

**Theorem 4.2.** If an irreducible matrix $A \in D_n$ is nonsingular, then $A/\alpha \in H_{n-|\alpha|}$ for each $\alpha \subset N$.

**Proof.** If $A \in D_n \cap H_n$, it follows from Lemma 3.11 that $A/\alpha \in H_{n-|\alpha|}$ for each $\alpha \subset N$. If $A \notin H_n$, the irreducibility of $A$ and Lemma 3.5 yield that
A ∈ DE_n. Again, A is nonsingular. Thus, A ∈ DE_n is nonsingular. Since A is irreducible, it follows from the sufficiency of Theorem 4.1 that A/α ∈ H_{n−|α|} for each α ⊂ N. This completes the proof.

In the following we consider the case in which the matrix A ∈ D_n is reducible.

**Theorem 4.3.** Given a reducible matrix A ∈ D_n and a set α = N − α′ ⊂ N, if A/α is nonsingular, then A/α ∈ H_{n−|α|} if and only if A(α′) ∈ H_{n−|α|}.

**Proof.** The sufficiency can be proved by the following two cases.

(i) Assume A(α′) ∈ H_{n−|α|}. If A/α is irreducible, then it follows from Lemma 3.14 that A/α is the Schur complement of some irreducible principal submatrix A(α_i) (defined in (3.15)) of A with respect to the principal submatrix A(η), where η = α_i − α′. If η = 0, then A/α = [A(α_i)]/0 = A(α_i) = A(α′) ∈ H_{|α|}. If η ≠ 0 and A(α_i) ∈ H_{|α|}, Lemma 3.11 yields A/α ∈ H_{n−|α|}. If η ≠ 0 and A(α_i) ∉ H_{|α|}, the irreducibility of A(α_i) ∈ D_{|α|} and Lemma 3.5 give A(α_i) ∈ DE_{|α|}. Since A ∈ D_n is nonsingular, it follows from Lemma 3.2 that A(α_i) is nonsingular. Thus, A(α_i) ∈ DE_{|α|} is nonsingular. Again, since A(α_i) is irreducible, Theorem 4.1 shows A/α ∈ H_{n−|α|}.

(ii) If A/α is reducible, the proof is similar to the proof of Case (ii) in Theorem 4.1. This completes the proof of the sufficiency.

Now, we prove the necessity by contradiction. Assume that A(α′) ∉ H_{n−|α|}. Since A ∈ D_n, A(α′) ∈ D_{n−|α|}. If A(α′) is irreducible, Lemma 3.5 indicates A(α′) ∈ DE_{n−|α|}. Remark 2.2 gives A(α′, α) = 0. Then (2.2) yields A/α = A(α′) ∉ H_{n−|α|} which contradicts A/α ∈ H_{n−|α|}. Thus, A(α′) ∈ H_{n−|α|}. If A(α′) ∉ H_{n−|α|} is reducible, Lemma 3.5 indicates that A(α′) has the diagonally equipotent principal submatrix of largest order, say A(θ) for θ = α′ − θ′. Remark 2.2 gives that A(θ′, θ) = 0 and A(α, θ) = 0. Therefore, there exists an n × n permutation matrix Q such that

\[
QAQ^T = \begin{bmatrix}
A(α) & A(α, θ′) & A(α, θ) \\
A(θ′, α) & A(θ′) & A(θ′, θ) \\
0 & 0 & A(θ)
\end{bmatrix}.
\]

and hence

\[
A/α = A(α) - A(α′, α)[A(α)]^{-1}A(α, α′) \\
= \begin{bmatrix} A(θ′) & A(θ′, θ) \\
0 & A(θ) \end{bmatrix} - \begin{bmatrix} A(θ′, α) \\
0 \end{bmatrix} [A(α)]^{-1} \begin{bmatrix} A(α, θ′) & A(α, θ) \end{bmatrix} \\
= \begin{bmatrix} [A(α ∪ θ′)]/α \\
[A(α ∪ θ′, α ∪ θ)]/α \\
0 \\
A(θ) \end{bmatrix}.
\]

(4.11) shows that A/α has a diagonally equipotent principal submatrix A(θ). There-
fore, Lemma 3.5 gives \( A/\alpha = A(\alpha') \notin H_{n-|\alpha|} \), which also contradicts \( A/\alpha \in H_{n-|\alpha|} \).

As a result, \( A(\alpha') \in H_{n-|\alpha|} \). This completes the proof. \( \blacksquare \)

**Example 4.3** Let \( B \) be the matrix given in (4.9). It then follows from Lemma 3.5 and Lemma 3.1 that \( B \notin H_\theta \) and is nonsingular. Set \( \alpha = \{3, 4\} \) and \( \alpha' = \{1, 2, 5, 6\} \) such that

\[
B(\alpha') = \begin{bmatrix}
5 & -1 & -1 & -1 \\
1 & 6 & -1 & -1 \\
0 & 0 & 8 & -6 \\
0 & 0 & 1 & 4 \\
\end{bmatrix} \in H_4.
\]

Direct computation yields that the Schur complement matrix of \( B \),

\[
\frac{B}{\alpha} = \begin{bmatrix}
5.2000 & -0.9000 & -1.7000 & -1.6000 \\
1.4000 & 6.2000 & -2.0667 & -1.5333 \\
0 & 0 & 8.6667 & 7.3333 \\
0 & 0 & 2.0000 & 6.0000 \\
\end{bmatrix} \in SD_4 \subset H_4,
\]

which shows that the sufficiency of Theorem 4.1 is true.

If \( B(\alpha') \in H_{|\alpha'|} \) can not be satisfied, then \( B/\alpha' \notin H_{n-|\alpha'|} \) will not be obtained. For example, setting \( \alpha = \{1, 2, 3\} \) and \( \alpha' = \{4, 5, 6\} \) such that \( B(\alpha') \notin H_{|\alpha'|} \), Example 4.2 shows \( B/\alpha' \notin H_{n-|\alpha'|} \). This illustrates that for any nonsingular matrix \( B \in D_n \), the condition \( B(\alpha') \in H_{|\alpha'|} \) for \( \alpha' = N - \alpha \subset N \) guarantees that \( B/\alpha \in H_{n-|\alpha|} \).

Using Lemma 3.12 and Theorem 4.3, we can obtain the following theorem.

**Theorem 4.4.** Given a matrix \( A \in D_n \) and a set \( \alpha = N - \alpha' \subset N \), if \( A \) is nonsingular and \( A(\alpha') \in H_{n-|\alpha|} \), then \( A/\alpha \in H_{n-|\alpha|} \).

In the rest of this section, we will propose some theorems to decide whether a matrix is an irreducible or not.

**Theorem 4.5.** Given a matrix \( A = (a_{ij}) \in C^{n \times n} \) with the matrix \( \pi(A) \) defined by (2.5), then \( A \) is irreducible if and only if \( [\pi(A)]/\alpha \in H_{n-|\alpha|} \) for each \( \alpha \subset N \).

**Proof.** According to Lemma 2.8, we need only prove that \( \pi(A) \) is irreducible if and only if \( [\pi(A)]/\alpha \in H_{n-|\alpha|} \) for each \( \alpha \subset N \).

The sufficiency will be proved firstly. Assume that \( [\pi(A)]/\alpha \in H_{n-|\alpha|} \) for each \( \alpha \subset N \). Then, Lemma 2.4 gives that \( [\pi(A)]/\alpha \) is nonsingular for each \( \alpha \subset N \). Again, the existence of \( [\pi(A)]/\alpha \) shows that \( \pi(\alpha) = [\pi(A)](\alpha) \) is nonsingular for each \( \alpha \subset N \).

It then follows from Lemma 3.13 that \( \pi(A) \) is also nonsingular. According to the definition of \( \pi(A) \) and (2.5), we have \( \pi(A) \in DE_n \). Therefore, it follows from the necessity of Theorem 4.1 that \( \pi(A) \) is irreducible, which completes sufficiency.
Now, we prove necessity. Assume that \( \pi(A) \) is irreducible. The definition of \( \pi(A) = (m_{ij}) \) and (2.5) indicate \( \pi(A) \in DE_n \). Thus, \( m_{ii} \neq 0 \) for all \( i \in N \). Since \( \pi(A) \) does not satisfy the sufficiency of Lemma 3.1, i.e., there does not exists a \( n \times n \) unitary diagonal matrix \( U \) such that

\[
U^{-1}D_{\pi}^{-1}\pi(A)U = \mu(D_{\pi}^{-1}A_k),
\]

where \( D_{\pi} = \text{diag}(m_{11}, m_{22}, \ldots, m_{nn}) \), it follows from Lemma 3.1 that \( \pi(A) \) is nonsingular. Hence, according to the sufficiency of Theorem 4.1, we have \( [\pi(A)]/\alpha \in H_{n - |\alpha|} \) for each \( \alpha \subset N \). This completes the proof.

**Theorem 4.6.** Given a matrix \( A = (a_{ij}) \in C^{n \times n} \) with the matrix \( \pi(A) \) defined by (2.5), then \( A \) is irreducible if and only if \( [\pi(A)]/i \in H_{n-1} \) for each \( i \in N \), where \( [\pi(A)]/i = [\pi(A)]/\alpha_i \) and \( \alpha_i = \{i\} \) for \( i \in N \).

**Proof.** Necessity can be obtained immediately from the necessity of Theorem 4.5. The following will prove sufficiency by contradiction. Assume that \( A \) is reducible. It then follows from Lemma 2.8 that \( \pi(A) \) is also reducible. Thus, there exists an \( n \times n \) permutation matrix \( Q \) such that

\[
Q[\pi(A)]Q^T = Q\pi Q^T = \begin{bmatrix}
\pi(\alpha) & \pi(\alpha, \alpha') \\
0 & \pi(\alpha')
\end{bmatrix},
\]

where \( \alpha' = N - \alpha \neq \emptyset \) and \( \pi(\alpha') \in DE_{|\alpha_2|} \). Set \( i_0 \in \alpha \), then

\[
[\pi(A)]/i_0 = [\pi(A)]/\alpha_i \in DE_{|\alpha'|}.
\]

Therefore, \( [\pi(A)]/i_0/\alpha \notin H_{n-1} \) for some \( i_0 \in N \), which contradicts \( [\pi(A)]/i \in H_{n-1} \) for each \( i \in N \). Thus, sufficiency holds. This completes the proof.

**Example 4.4** Let \( A \) be the matrix given in (4.8) and compute \( \pi(A) = A \). Since \( [\pi(A)]/i \in H_3 \) for each \( i \in \{1, 2, 3, 4\} \), \( A \) is irreducible, which shows the sufficiency of Theorem 4.5 is valid.

On the other hand, let \( B \) be the matrix given in (4.9) and compute \( \pi(B) = B \). Set \( i = 1 \), then direct computation gives

\[
B/1 = \begin{bmatrix}
6.2 & -1.8 & -1 & -1 \\
1.4 & 10.4 & -2 & -3 & -2 \\
0 & 0 & 6 & -2 & -4 \\
0 & 0 & 2 & 8 & -6 \\
0 & 0 & 3 & 1 & 4
\end{bmatrix}.
\]

Since \( B(\{4, 5, 6\}) = \begin{bmatrix}
6 & -2 & -4 \\
2 & 8 & -6 \\
3 & 1 & 4
\end{bmatrix} \) is an irreducibly diagonally equipotent principal submatrix of \( B/1 \), Lemma 3.5 yields \( [B/1] \notin H_5 \). But, it can be verified \( [B/5] \in H_5 \).
Therefore, $B$ is reducible since there exists some $i \in \{1, 2, 3, 4, 5, 6\}$ such that $[B/i] \notin H_5$. This demonstrates validity of the necessity of Theorem 4.5.

5. Conclusions. This paper studies the Schur complements of generally diagonally dominant matrices and a criterion for irreducibility of matrices. Some results are proven resulting in new conditions on the nonsingular matrix $A \in D_n$ and the subset $\alpha \subset N$ so that the Schur complement matrix $A/\alpha$ is an $H$–matrix. Subsequently, a criterion for irreducibility of matrices is presented to show that the matrix $A$ is irreducible if and only if $[\pi(A)]/i \in H_{n-1}$ for each $i \in N$.

Acknowledgment. The authors would like to thank the anonymous referees for their valuable comments and suggestions, which actually stimulated this work.

REFERENCES