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Abstract. The problem of the existence and construction of nonnegative matrices with prescribed eigenvalues and diagonal entries is an important inverse problem, interesting by itself but also necessary to apply a perturbation result, which has played an important role in the study of certain nonnegative inverse spectral problems. A number of partial results about the problem have been published by several authors, mainly by H. Šmigoc. In this paper, the relevance of a Brauer’s result, and its implication for the nonnegative inverse eigenvalue problem with prescribed diagonal entries is emphasized. As a consequence, given a list of complex numbers of Šmigoc type, or a list \( \Lambda = \{ \lambda_1, \ldots, \lambda_n \} \) with \( \text{Re} \lambda_i \leq 0, \lambda_1 \geq -\sum_{i=2}^{n} \lambda_i \), and \( \{- \sum_{i=2}^{n} \lambda_i, \lambda_2, \ldots, \lambda_n\} \) being realizable; and given a list of nonnegative real numbers \( \Gamma = \{ \gamma_1, \ldots, \gamma_n \} \), the remarkably simple condition \( \gamma_1 + \cdots + \gamma_n = \lambda_1 + \cdots + \lambda_n \) is necessary and sufficient for the existence and construction of a realizing matrix with diagonal entries \( \Gamma \). Conditions for more general lists of complex numbers are also given.
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1. Introduction. The problem of the existence and construction of nonnegative matrices with prescribed eigenvalues and diagonal entries is an important inverse problem, interesting by itself but also necessary to apply a perturbation result, due to R. Rado and published by H. Perfect [12], which has played an important role in the study of the nonnegative inverse eigenvalue problem (NIEP), and the nonnegative universal realizability problem (NURP), which is the problem of finding necessary and sufficient conditions for the existence of a nonnegative matrix with spectrum \( \Lambda = \{ \lambda_1, \ldots, \lambda_n \} \) for any possible Jordan canonical form (JCF) allowed by \( \Lambda \). A first motivation for this work was a result due to Fillmore [7] and extended by Borobia in [2]. In 1969, Fillmore [7] proved that if \( A \) is an \( n \times n \) non-scalar matrix over a field \( \mathbb{F} \), and \( \gamma_1, \ldots, \gamma_n \in \mathbb{F} \) with \( \sum_{i=1}^{n} \gamma_i = \text{tr} A \), then there exists a matrix \( B \) similar to \( A \) having diagonal entries \( \gamma_1, \ldots, \gamma_n \).

The proof in [7] is by induction on \( n \), and it provides, implicitly, an algorithm in \( (n - 1) \) steps, to construct a matrix \( B \). Borobia [2] develops an explicit and simple algorithm, in only two steps, to compute the matrix \( B \), and then extends Fillmore Theorem to matrices with integer entries. In this work, we present a different and very simple way to compute a matrix \( B \) similar to \( A \) with arbitrarily prescribed diagonal entries \( \gamma_1, \ldots, \gamma_n \) (except for the trace property).

Results of Fillmore and Borobia do not consider the nonnegativity hypothesis. Our main motivation is to consider the nonnegativity hypothesis and to give conditions under which a given list of complex numbers \( \Lambda = \{ \lambda_1, \ldots, \lambda_n \} \), is realizable by a nonnegative matrix with arbitrarily prescribed diagonal entries. In particular, we show that given a list of complex numbers \( \Lambda = \{ \lambda_1, \ldots, \lambda_n \} \), which is the spectrum of a...
nonnegative matrix, with $\lambda_1$ being the Perron eigenvalue, and $\lambda_i$, $i = 2, \ldots, n$, belonging to

\begin{equation}
  (1.1) \quad \mathcal{F} = \{ \lambda_i \in \mathbb{C} : Re\lambda_i \leq 0, \ |Re\lambda_i| \geq |Im\lambda_i| \},
\end{equation}

or

\begin{equation}
  (1.2) \quad \mathcal{G} = \{ \lambda_i \in \mathbb{C} : Re\lambda_i \leq 0, \ \sqrt{3}Re\lambda_i \geq |Im\lambda_i| \},
\end{equation}

and given real nonnegative numbers $\gamma_1, \ldots, \gamma_n$ such that

\begin{equation}
  (1.3) \quad \sum_{i=1}^{n} \gamma_i = \sum_{i=1}^{n} \lambda_i,
\end{equation}

then there exists an $n \times n$ nonnegative matrix $A$ with spectrum $\Lambda$ and diagonal entries $\gamma_1, \ldots, \gamma_n$ if and only if (1.3) holds.

Lists $\Lambda = \{\lambda_1, \ldots, \lambda_n\}$ in the left half plane, with $\lambda_i$, $i = 2, \ldots, n$, belonging to

\begin{equation}
  (i) \quad \mathcal{H} = \{ \lambda_i \in \mathbb{C} : Re\lambda_i \leq 0 \}, \quad \text{with } \lambda_1 \geq -\sum_{i=2}^{n} \lambda_i, \quad \text{and}
\end{equation}

\[ \Lambda' = \left\{ -\sum_{i=2}^{n} \lambda_i, \lambda_2, \ldots, \lambda_n \right\} \]

are also realizable with spectrum $\Lambda$ and with diagonal entries $\gamma_1, \ldots, \gamma_n$ if and only if (1.3) holds. It is well known that under condition (1.3), lists with the property $i$ (lists of Suleimanova type) and lists with the property $ii$ (lists of Šmigoc type) are realizable. The novelty here is that, under the remarkably simple condition (1.3), $\Lambda$ is not only realizable, but it is realizable with arbitrary prescribed diagonal entries. This surprising simple result simplifies, significantly, for lists $i)$, $ii)$ and $iii)$, the procedure proposed by Ellard and Šmigoc in [6]. We also consider more general lists of complex numbers, and we prove that they are the spectrum of a nonnegative matrix with arbitrarily prescribed diagonal entries if and only if the trace property holds. As a by product of these results, we also consider the nonnegative structured case and the universal realizability of lists with prescribed diagonal entries.

The set of all matrices with constant row sums equal to $\alpha$ will be denoted by $\mathcal{CS}_\alpha$. It is clear that $e^T = [1, 1, \ldots, 1]$ is an eigenvector of any matrix $A \in \mathcal{CS}_\alpha$, corresponding to the eigenvalue $\alpha$. The importance of matrices with constant row sums is due to the well known fact that if $\lambda_1$ is the desired Perron eigenvalue, then the problem of finding a nonnegative matrix with spectrum $\Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\}$ is equivalent to the problem of finding a nonnegative matrix in $\mathcal{CS}_{\lambda_1}$ with spectrum $\Lambda$. We shall say that the list $\Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\}$ is realizable if there is a nonnegative matrix $A$ with spectrum $\Lambda$. In this case, we say that $A$ is the realizing matrix. Our main tools will be two perturbation results, due to Brauer [3] and Rado [12], and a lemma, which tell us how is the JCF of the Brauer’s perturbation.

**Theorem 1.1.** [3] Let $A$ be an $n \times n$ arbitrary matrix with eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_n$. Let $v^T = [v_1, v_2, \ldots, v_n]$ be an eigenvector of $A$ associated with the eigenvalue $\lambda_k$ and let $q$ be any $n$–dimensional vector. Then the matrix $A + vq^T$ has eigenvalues $\lambda_1, \ldots, \lambda_{k-1}, \lambda_k + v^Tq, \lambda_{k+1}, \ldots, \lambda_n$, $k = 1, 2, \ldots, n$.

**Lemma 1.2.** [14] Let $A \in \mathcal{CS}_{\lambda_1}$ be a matrix with Jordan canonical form $J(A)$. Let $q^T = [q_1, \ldots, q_n]$ be an arbitrary $n$–dimensional vector such that $\lambda_1 + \sum_{i=1}^{n} q_i \neq \lambda_i, i = 2, \ldots, n$. Then the matrix $A + eq^T$ has Jordan form $J(A) + \left( \sum_{i=1}^{n} q_i \right) E_{11}$. In particular, if $\sum_{i=1}^{n} q_i = 0$, then $A$ and $A + eq^T$ are similar.
Theorem 1.3. [12] Let $A$ be an $n \times n$ arbitrary matrix with eigenvalues $\lambda_1, \lambda_2, \ldots, \lambda_n$ and let $\Omega = \text{diag}\{\lambda_1, \lambda_2, \ldots, \lambda_r\}$ for some $r < n$. Let $X$ be an $n \times r$ matrix with rank $r$ such that its columns $x_1, \ldots, x_r$ satisfy $Ax_i = \lambda_i x_i$, $i = 1, 2, \ldots, r$. Let $C$ be an $r \times n$ arbitrary matrix. Then the matrix $A + XC$ has eigenvalues $\mu_1, \mu_2, \ldots, \mu_r, \lambda_{r+1}, \ldots, \lambda_n$, where $\mu_1, \mu_2, \ldots, \mu_r$ are eigenvalues of the matrix $\Omega + CX$.

The paper is organized as follows: In Section 2, we consider the general case, that is, we introduce a very simple way to compute a matrix $B$ with arbitrarily prescribed diagonal entries, which is similar to a given non-scalar matrix $A$. In Section 3, we consider the nonnegative case and we show a nice and useful consequence of Brauer’s result, Theorem 1.1, which allow us to give necessary and sufficient conditions for the existence and construction of nonnegative matrices with prescribed eigenvalues and diagonal entries. In particular, we show that realizable lists of Suleimanova and Šnipec type, are realizable by a nonnegative matrix with arbitrarily prescribed diagonal entries if and only if the trace property is satisfied. We also show that a list $\Lambda = \{\lambda_1, \ldots, \lambda_n\}$ of complex numbers in the left half plane, with $\lambda_i \in \mathcal{H}$, $i = 2, \ldots, n$, $\lambda_1 \geq -\sum_{i=2}^{n} \lambda_i$, and \{-\sum_{i=2}^{n} \lambda_i, \lambda_2, \ldots, \lambda_n\} being realizable, is in particular realizable by a nonnegative matrix with prescribed diagonal entries $\gamma_1, \ldots, \gamma_n$ if and only if $\sum_{i=1}^{n} \gamma_i = \sum_{i=1}^{n} \lambda_i$. In Section 4, we consider structured matrices and give sufficient conditions for the existence of symmetric, normal, and persymmetric matrices with prescribed eigenvalues and diagonal entries. Finally, in Section 5, we study some lists universally realizable with prescribed diagonal entries. We provided some examples to illustrate the results.

2. The general case. In this section, we introduce a very simple way to compute a matrix $B$ similar to a given non-scalar matrix $A$, with $B$ having arbitrarily prescribed diagonal entries $\gamma_1, \ldots, \gamma_n$. Of course, we need that $\sum_{i=1}^{n} \gamma_i = trA$. Then we have:

Theorem 2.1. Let $A = (a_{ij})$ be an $n \times n$ non-scalar complex matrix and let $\Gamma = \{\gamma_1, \ldots, \gamma_n\}$ be a given list of complex numbers. Let $x^T = [x_1, \ldots, x_n]$ be an eigenvector of $A$ having all its entries nonzero. Then there exists a matrix $B$ similar to $A$ with diagonal entries $\gamma_1, \ldots, \gamma_n$, if and only if $\sum_{i=1}^{n} \gamma_i = trA$.

Proof. It is clear that the condition is necessary. Let $\sum_{i=1}^{n} \gamma_i = trA$. First, let $A$ be an $n \times n$ non-diagonal matrix, and let $D = \text{diag}\{x_1, \ldots, x_n\}$. Then $D$ is a nonsingular matrix and $D^{-1}AD \in \mathcal{CS}_\lambda$, where $Ax = \lambda x$. Let $q^T = [q_1, \ldots, q_n]$ with $q_i = \gamma_i - a_{ii}$, $i = 1, \ldots, n$. Then $B = D^{-1}AD + eq^T$ has diagonal entries $\gamma_1, \ldots, \gamma_n$ and from Lemma 1.2, $B$ is similar to $A$. Second, let $A$ be diagonal. Consider

$$S = \begin{bmatrix} 1 & 0^T \\ -e & I_{n-1} \end{bmatrix} \quad \text{and} \quad S^{-1} = \begin{bmatrix} 1 & 0^T \\ e & I_{n-1} \end{bmatrix}.$$ 

Then $S^{-1}AS \in \mathcal{CS}_\lambda$, where $\lambda$ is an eigenvalue of $A$ (a diagonal entry of $A$), and $B = S^{-1}AS + eq^T$, with $q_i = \gamma_i - a_{ii}$, is similar to $A$ and has diagonal entries $\gamma_1, \ldots, \gamma_n$. \hfill $\square$

Let us consider [2, Example 6]:
Example 1. We want to construct a matrix with diagonal entries 3, 5, \(-2, 6, -1\) and similar to
\[
A = \begin{bmatrix}
4 & 0 & 4 & -3 & 5 \\
2 & 3 & 0 & 2 & 3 \\
0 & -2 & 2 & 5 & 4 \\
7 & 1 & 3 & 4 & 0 \\
2 & 5 & 3 & 0 & -2
\end{bmatrix}.
\]

A has not constant row sums, but it has an eigenvector with all nonzero entries
\[
x^T = [x_i]_{i=1}^5 = \begin{bmatrix}
497 \\
601 \\
1259 \\
1033 \\
335 \\
241 \\
1698 \\
899 \\
1
\end{bmatrix}.
\]

Let \(D = \text{diag}\{x_1, \ldots, x_5\}\). Then
\[
D^{-1}AD = \begin{bmatrix}
4 & 0 & 3893 & 579 & 1713 \\
802 & 591 & 0 & 1259 & 355 \\
0 & -2078 & 3185 & 2 & 1652 \\
2081 & 599 & 1742 & 4 & 0 \\
579 & 826 & 789 & 241 & 0 \\
601 & 213 & 241 & 4 & -2
\end{bmatrix} \in \mathcal{C}\mathcal{S}_{\mathbb{N}^+}.
\]

Now, from Theorem 2.1 we have that
\[
B = D^{-1}AD + e[x_i]_{i=1}^5 = [-1, 2, -4, 2, 1]
\]
has the required diagonal entries 3, 5, \(-2, 6, -1\). Moreover, from Lemma 1.2, \(B\) is similar to \(A\).

The next result shows that if \(A\) is an integer matrix, we may construct new integer matrices with prescribed integer diagonal entries.

**Corollary 2.2.** Let \(A \in \mathcal{C}\mathcal{S}_\lambda\) be an \(n \times n\) non-scalar real matrix with integer entries, and let \(\Gamma = \{\gamma_1, \ldots, \gamma_n\}\) be a given list of integer real numbers. Then, there exists an integer matrix \(B\) similar to \(A\), with diagonal entries \(\gamma_1, \ldots, \gamma_n\), if and only if
\[
\sum_{i=1}^n \gamma_i = \text{tr} A.
\]

**3. The nonnegative case.** Brauer's result, Theorem 1.1, has played an important role in the study of the NIEP and the NURP. Another important issue of Theorem 1.1, is that it can be efficiently applied to the NIEP with prescribed diagonal entries, which is the problem we study in this paper. In fact, a straightforward consequence of Theorem 1.1 is the following result:

**Lemma 3.1.** Let \(\Lambda' = \{-\sum_{i=2}^n \lambda_i, \lambda_2, \ldots, \lambda_n\}\) be a realizable list of complex numbers, with Perron eigenvalue \(-\sum_{i=2}^n \lambda_i\). Then for any \(\lambda_1 \geq -\sum_{i=2}^n \lambda_i\), the list \(\Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\}\) is the spectrum of a nonnegative matrix with prescribed diagonal entries \(\Gamma = \{\gamma_1, \gamma_2, \ldots, \gamma_n\}\), if and only if
\[
\sum_{i=1}^n \gamma_i = \sum_{i=1}^n \lambda_i.
\]

**Proof.** Let \(\sum_{i=1}^n \gamma_i = \sum_{i=1}^n \lambda_i\). Since \(\Lambda'\) is realizable, there exists a nonnegative matrix \(B \in \mathcal{C}\mathcal{S}_\beta\), where \(\beta = -\sum_{i=2}^n \lambda_i\), with spectrum \(\Lambda'\) and \(\text{tr}(B) = 0\). Let \(\gamma^T = [\gamma_1, \ldots, \gamma_n]\). Then, from Theorem 1.1, \(A = B + e\gamma^T\) is a nonnegative matrix with spectrum \(\Lambda\) and with diagonal entries \(\gamma_1, \gamma_2, \ldots, \gamma_n\). It is clear that the condition is necessary.\(\square\)
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We point out that Lemma 3.1 can be used for more general lists \( \Lambda' \), not necessarily realizable lists with zero trace. However, in this case, we cannot obtain all possible values of diagonal entries \( \gamma_i \).

**Example 2.** The lists \( \Lambda_1 = \{7, 5, 1, -3, -4, -6\} \), \( \Lambda_2 = \{6, 1, 1, -4, -4\} \), and \( \Lambda_3 = \{4, -2, -1+2i, -1-2i\} \), satisfy conditions of Lemma 3.1. Then, if \( t \geq 0 \), the lists \( \Lambda_{1,t} = \{7 + t, 5, 1, -3, -4, -6\} \), \( \Lambda_{2,t} = \{6 + t, 1, 1, -4, -4\} \), and \( \Lambda_{3,t} = \{4 + t, -2, -1+2i, -1-2i\} \), are realizable by a nonnegative matrix with diagonal entries \( \gamma_1, \ldots, \gamma_n \), if and only if \( \sum_{i=1}^{n} \gamma_i = t \). In particular, if \( \Lambda = \{5, 4, 0, -3, -3, -3\} \), we may compute a realizing matrix for \( \Lambda \) (see [15, Example 3.3]), that is,

\[
B = \begin{bmatrix}
0 & 3 & 0 & 0 & 2 & 0 \\
3 & 0 & 0 & 0 & 2 & 0 \\
0 & 0 & 0 & 3 & 0 & 2 \\
0 & 0 & 3 & 0 & 0 & 2 \\
3 & 0 & 0 & 0 & 0 & 2 \\
0 & 0 & 3 & 0 & 2 & 0
\end{bmatrix}
\]

Then \( A = B + e\gamma^T \), with \( \gamma^T = [\gamma_1, \gamma_2, \ldots, \gamma_6] \geq 0 \), \( \sum_{i=1}^{6} \gamma_i = t \), is nonnegative with spectrum \( \Lambda_t = \{5 + t, 4, 0, -3, -3, -3\} \) and diagonal entries \( \gamma_1, \gamma_2, \ldots, \gamma_6 \).

Rado’s result, Theorem 1.3, is a perturbation result, due to R. Rado and published by Perfect in [12]. It says that we may simultaneously change \( r \) eigenvalues of an \( n \times n \) matrix, \( r < n \), without changing the \( n-r \) remaining eigenvalues. Rado’s result has also played an important role in the determination of sufficient conditions for a solution to both problems, the NIEP and the NURP. Since Rado’s result is a generalization of Brauer’s result, it gives in general, better information about the realizability of a list \( \Lambda = \{\lambda_1, \ldots, \lambda_n\} \).

For instance, the lists \( \Lambda = \{6, 1, 1, -4, -4\} \), \( \Lambda_4 = \{6, 3, 3, -5, -5\} \), and \( \Lambda_5 = \{5, 4, 0, -3, -3, -3\} \), are not Brauer realizable, but they are Rado realizable. Observe that to apply Theorem 1.3 we need to guarantee the existence of an \( r \times r \) matrix, \( r < n \), with prescribed eigenvalues and diagonal entries. This is precisely the problem that interests us in this paper.

We also show that if the trace condition (1.3) is satisfied, then lists \( \Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\} \) with only one positive eigenvalue, of Šmigoc type in (1.2), are always realizable by a nonnegative matrix with arbitrarily prescribed diagonal entries \( \gamma_1, \gamma_2, \ldots, \gamma_n \). The following results are a consequence of Lemma 3.1:

**Corollary 3.2.** Let \( \Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\} \) be a realizable list of complex numbers of Šmigoc type, that is, with \( \lambda_i \in \mathbb{C} \), \( i = 2, \ldots, n \). Let \( \Gamma = \{\gamma_1, \ldots, \gamma_n\} \) be a list of nonnegative real numbers. Then there exists a nonnegative matrix \( A \in CS_{\lambda_1} \) with spectrum \( \Lambda \) and diagonal entries \( \gamma_1, \ldots, \gamma_n \), if and only if \( \sum_{i=1}^{n} \gamma_i = \sum_{i=1}^{n} \lambda_i \).

**Proof.** The condition is necessary. Let \( \Lambda' = \{-\sum_{i=2}^{n} \lambda_i, \lambda_2, \ldots, \lambda_n\} \). Then \( \Lambda' \) is Šmigoc realizable, that is, there exists a nonnegative matrix \( B \) with spectrum \( \Lambda' \) and \( tr(B) = 0 \). Observe that \( B \) can be taken with constant row sums equal to \( -\sum_{i=2}^{n} \lambda_i \). Let \( \gamma^T = [\gamma_1, \gamma_2, \ldots, \gamma_n] \) with \( \sum_{i=1}^{n} \gamma_i = \sum_{i=1}^{n} \lambda_i \). Then, \( A = B + e\gamma^T \) is nonnegative with spectrum \( \Lambda \) and diagonal entries \( \gamma_1, \gamma_2, \ldots, \gamma_n \).

Since lists in (1.2) contains lists in (1.1), it is clear that lists of Suleimanova type also satisfies Corollary 3.2.
Example 3. Consider the list
\[ \Lambda = \{16, -1, -2, -2 + 2i, -2 - 2i, -2 + 3i, -2 - 3i\}. \]

We want to compute a nonnegative matrix with spectrum \( \Lambda \) and diagonal entries \( \{0, 1, 2, 0, 2, 0, 0\} \). Then we take the list
\[ \Lambda' = \{11, -1, -2, -2 + 2i, -2 - 2i, -2 + 3i, -2 - 3i\}, \]
which is Šmigoc realizable by the nonnegative matrix
\[
B = \begin{bmatrix}
0 & 0 & 4 & 0 & 0 & 0 & 7 \\
2 & 0 & 2 & 0 & 0 & 0 & 7 \\
0 & 4 & 0 & 0 & 0 & 0 & 7 \\
30 & 0 & 0 & 0 & 0 & 4 & 47 \\
35 & 0 & 0 & 13 & 0 & 3 & 47 \\
35 & 0 & 0 & 0 & 4 & 0 & 47 \\
0 & 0 & 0 & 11 & 0 & 0 & 0
\end{bmatrix} \in CS_{11}.
\]

Hence, \( A = B + e\gamma^T \), with \( \gamma^T = [0, 1, 2, 0, 2, 0, 0] \), is nonnegative with spectrum \( \Lambda \) and desired diagonal entries.

In [11, Theorem 3], Laffey and Šmigoc solved the NIEP in the left half plane. They proved that if \( \Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\} \) is a list of complex numbers with \( \text{Re} \lambda_i \leq 0 \), \( \Lambda = \overline{\Lambda}, \lambda_1 \geq |\lambda_i| \), \( i = 2, \ldots, n \), then \( \Lambda \) is realizable if and only if
\begin{align}
(3.4) \quad s_1 &= \sum_{i=1}^{n} \lambda_i \geq 0, \quad s_2 = \sum_{i=1}^{n} \lambda_i^2 \geq 0, \quad s_1^2 \leq ns_2.
\end{align}

Now, we show that lists in the left half plane, \( \Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\} \), with \( \lambda_i \in \mathcal{H}, i = 2, \ldots, n \), can also be realizable with prescribed diagonal entries.

**Corollary 3.3.** Let \( \Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\}, \lambda_i \in \mathcal{H}, i = 2, \ldots, n \), be a list of complex numbers such that \( \lambda_1 \geq -\sum_{i=2}^{n} \lambda_i \) and \( \Lambda' = \{-\sum_{i=2}^{n} \lambda_i, \lambda_2, \ldots, \lambda_n\} \) is realizable. Let \( \Gamma = \{\gamma_1, \ldots, \gamma_n\} \) be a list of nonnegative real numbers. Then there exists a nonnegative matrix \( A \) with spectrum \( \Lambda \) and diagonal entries \( \gamma_1, \ldots, \gamma_n \) if and only if \( \sum_{i=1}^{n} \gamma_i = \sum_{i=1}^{n} \lambda_i \).

**Proof.** The condition is necessary. Let \( \sum_{i=1}^{n} \gamma_i = \sum_{i=1}^{n} \lambda_i \). Since \( \Lambda' \) is realizable, there exists a nonnegative matrix \( B \) with constant row sums equal to \( -\sum_{i=2}^{n} \lambda_i \), having the spectrum \( \Lambda' \) and \( \text{tr}(B) = 0 \). Let \( \gamma^T = [\gamma_1, \ldots, \gamma_n] \). Then, \( A = B + e\gamma^T \) is nonnegative with the spectrum \( \Lambda \) and diagonal entries \( \gamma_1, \gamma_2, \ldots, \gamma_n \).

**Example 4.** Consider, in the left half plane, the list
\[ \Lambda = \{15, -1, -2, -3 + 5i, -3 - 5i, -2 + 5i, -2 - 5i\}, \]
with
\[ \Lambda' = \{13, -1, -2, -3 + 5i, -3 - 5i, -2 + 5i, -2 - 5i\} \]
Λ′ satisfies conditions (3.4). Then it is realizable by the companion matrix

\[
C = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 \\
25636 & 44542 & 23592 & 5593 & 956 & 50 & 0
\end{bmatrix}.
\]

C has a positive eigenvector \( v^T \) with \( v_i = [v_1, a, a, a_2, a, a_3, a_4, a_5, a_6] \) with \( a = 13 \). Then if \( D = \text{diag}\{1, a, \ldots, a_6\} \), \( B = D^{-1}CD \in \mathcal{CS}_{13} \) is nonnegative with spectrum \( \Lambda' \) and \( \text{tr}(B) = 0 \). Hence, if \( \gamma^T = [\gamma_1, \ldots, \gamma_n] \) is nonnegative with \( \sum_{i=1}^{n} \gamma_i = 2 \), the matrix \( A = B + e\gamma^T \) is nonnegative with the spectrum \( \Lambda \) and diagonal entries \( \gamma_1, \ldots, \gamma_n \).

4. The nonnegative structured case. We recall the following result in [1, Theorem 2.5], which shows how Theorem 1.3 is applied to compute a solution to the problem of finding a nonnegative matrix with prescribed spectrum and diagonal entries:

**Theorem 4.1.** Let \( \Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\} \) be a list of complex numbers and let \( \Gamma = \{\gamma_1, \ldots, \gamma_n\} \) be a list of nonnegative real numbers with \( \sum_{i=1}^{n} \lambda_i = \sum_{i=1}^{n} \gamma_i \). Suppose there exist partitions

- \( \Lambda = \Lambda_0 \cup \Lambda_1 \cup \cdots \cup \Lambda_p \) and \( \Gamma = \Gamma_1 \cup \Gamma_2 \cup \cdots \cup \Gamma_p \), with
- \( \Lambda_0 = \{\lambda_{01}, \ldots, \lambda_{0p_0}\}, \lambda_{0j} \in \Lambda, \ j = 1, \ldots, p_0, \lambda_{01} = \lambda_1 \),
- \( \Lambda_k = \{\lambda_{k1}, \ldots, \lambda_{kp_k}\}, \Gamma_k = \{\gamma_{k1}, \ldots, \gamma_{kp_k}, \gamma_{k(p_k+1)}\}, \lambda_{ki} \in \Lambda, \ \gamma_{kj} \in \Gamma, \ k = 1, 2, \ldots, p_0, \ i = 1, \ldots, p_k, \ j = 1, \ldots, p_k+1, \)

where some lists \( \Lambda_k, k = 1, 2, \ldots, p_0, \) can be empty. Suppose that the following conditions hold:

- i) For each \( k = 1, 2, \ldots, p_0, \) there exists a nonnegative matrix, with spectrum \( \mathcal{U}_k = \{\mu_k, \lambda_{k1}, \ldots, \lambda_{kp_k}\} \) and diagonal entries \( \Gamma_k \).

- ii) There exists a \( p_0 \times p_0 \) nonnegative matrix with spectrum \( \Lambda_0 \) and diagonal entries \( \mu_1, \mu_2, \ldots, \mu_{p_0} \).

Then there exists a nonnegative matrix with spectrum \( \Lambda \) and diagonal entries \( \Gamma \).

Theorem 4.1 can be easily applied to obtain structured nonnegative matrices with prescribed spectrum and diagonal entries. Here, we consider symmetric, normal, and persymmetric nonnegative matrices.

4.1. Symmetric nonnegative matrices with prescribed diagonal entries. In [13, Theorem 2.6], the authors prove a symmetric version of the Rado’s result, Theorem 1.3. Based on this result and Theorem 4.1, we give sufficient conditions for the existence and construction of a symmetric nonnegative matrix with prescribed spectrum and diagonal entries:
Theorem 4.2. Let $\Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\}$ and $\Gamma = \{\gamma_1, \ldots, \gamma_n\}$ be lists of real numbers, with $\sum_{i=1}^{n} \lambda_i = \sum_{i=1}^{n} \gamma_i$, and $\gamma_i \geq 0$, $i = 1, \ldots, n$. Suppose there exist partitions $\Lambda = \Lambda_0 \cup \Lambda_1 \cup \cdots \cup \Lambda_{p_0}$ and $\Gamma = \Gamma_1 \cup \Gamma_2 \cup \cdots \cup \Gamma_{p_0}$, with

- $\Lambda_0 = \{\lambda_{01}, \ldots, \lambda_{0p_0}\}$, $\lambda_{0j} \in \Lambda$, $j = 1, \ldots, p_0$, $\lambda_{01} = \lambda_1$,
- $\Lambda_k = \{\lambda_{k1}, \ldots, \lambda_{kp_k}\}$, $\Gamma_k = \{\gamma_{k1}, \ldots, \gamma_{kp_k}, \gamma_k(p_{k+1})\}$, $k = 1, 2, \ldots, p_0$; $\lambda_{ki} \in \Lambda$, $\gamma_{kj} \in \Gamma$, $i = 1, \ldots, p_k$, $j = 1, \ldots, p_k + 1$,

where some lists $\Lambda_k$, $k = 1, 2, \ldots, p_0$, can be empty. Suppose that the following conditions hold:

i) For each $k = 1, 2, \ldots, p_0$, there exists a symmetric nonnegative matrix, with spectrum $\mathcal{U}_k = \{\mu_k, \lambda_{k1}, \ldots, \lambda_{kp_k}\}$ and diagonal entries $\Gamma_k$.

ii) There exists a $p_0 \times p_0$ symmetric nonnegative matrix with spectrum $\Lambda_0$ and diagonal entries $\mu_1, \mu_2, \ldots, \mu_{p_0}$. Then there exists a symmetric nonnegative matrix with spectrum $\Lambda$ and diagonal entries $\Gamma$.

Proof. From i) let $A_k$ be a symmetric nonnegative matrix with spectrum $\mathcal{U}_k$ and diagonal entries $\Gamma_k$. Then

$$A = \begin{bmatrix}
A_1 & & \\
& A_2 & \\
& & \ddots \\
& & \\
& & & A_{p_0}
\end{bmatrix}$$

is symmetric nonnegative with spectrum $\mathcal{U}_1 \cup \cdots \cup \mathcal{U}_{p_0}$ and diagonal entries $\Gamma_1 \cup \cdots \cup \Gamma_{p_0}$. From ii) let $B$ be a symmetric nonnegative matrix with spectrum $\Lambda_0$ and diagonal entries $\mu_1, \mu_2, \ldots, \mu_{p_0}$. Then if $X$ is the matrix of the normalized eigenvectors of $A$ associated with the eigenvalues $\mu_1, \mu_2, \ldots, \mu_{p_0}$, and $C = B - \Omega$, where $\Omega = diag\{\mu_1, \mu_2, \ldots, \mu_{p_0}\}$, then

$$M = A + X C X^T$$

is symmetric nonnegative with spectrum $\Lambda$ and diagonal entries $\Gamma$. \(\square\)

Remark 1. As an application of Theorem 4.2, it is easy to show by induction, that lists of real numbers $\Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\}$ with $\lambda_1 > 0$, $\lambda_j \leq 0$, $j = 2, \ldots, n$ (lists of real Suleimanova type), are realizable by a symmetric nonnegative matrix with diagonal entries $\gamma_1, \gamma_2, \ldots, \gamma_n$, if and only if $\sum_{i=1}^{n} \gamma_i = \sum_{i=1}^{n} \lambda_i$. For the proof it is enough to consider the partition

$\Lambda = \Lambda_0 \cup \Lambda_1 \cup \Lambda_2 \cup \Lambda_3$ with

$\Lambda_0 = \{\lambda_1, \lambda_2, \lambda_3\}$, $\Lambda_1 = \Lambda_3 = \emptyset$, $\Lambda_2 = \Lambda - \Lambda_0$

with the realizable associated lists

$\mathcal{U}_1 = \{\gamma_1\}$, $\mathcal{U}_3 = \{\gamma_n\}$, $\mathcal{U}_2 = \{\lambda_1 + \lambda_2 + \lambda_3 - \gamma_1 - \gamma_n, \lambda_4, \ldots, \lambda_n\}$.

Example 5. We want to compute a symmetric nonnegative matrix with spectrum $\Lambda = \{10, 5, 1, -3, -4, -6\}$ and diagonal entries $\Gamma = \{1, 1, 1, 0, 0, 0\}$. We take the partition

$\Lambda_0 = \{10, 5, 1\}$, $\Lambda_1 = \{-6\}$, $\Lambda_2 = \{-4\}$, $\Lambda_3 = \{-3\}$
Then, for realizable associated lists

\[ U_1 = \{8, -6\}, \ U_2 = \{5, -4\}, \ U_3 = \{3, -3\} \]

with diagonal entries

\[ \Gamma_1 = \{1, 1\}, \ \Gamma_2 = \{1, 0\}, \ \Gamma_3 = \{0, 0\}, \] respectively.

The symmetric nonnegative matrices

\[
A_1 = \begin{bmatrix} 1 & 7 \\ 7 & 1 \end{bmatrix}, \quad 
A_2 = \begin{bmatrix} 1 & 2 \sqrt{5} \\ 2 \sqrt{5} & 0 \end{bmatrix}, \quad 
A_3 = \begin{bmatrix} 0 & 3 \\ 3 & 0 \end{bmatrix}
\]

have the required spectra and diagonal entries. From [13, Remark 3.3] we compute a symmetric nonnegative matrix \( B \) with spectrum \( \Lambda_0 \) and diagonal entries \( 8, 5, 3 \). That is,

\[
B = \begin{bmatrix} 8 & 2 & \sqrt{2} \\ 2 & 5 & 2 \sqrt{2} \\ \sqrt{2} & 2 \sqrt{2} & 3 \end{bmatrix}, \quad \text{with} \quad \Gamma = \begin{bmatrix} 0 & 2 & \sqrt{2} \\ 2 & 0 & 2 \sqrt{2} \\ \sqrt{2} & 2 \sqrt{2} & 0 \end{bmatrix}.
\]

Then, for

\[
A = \begin{bmatrix} A_1 & A_2 \\ A_2^T & A_3 \end{bmatrix}, \quad X^T = \begin{bmatrix} \frac{1}{2} \sqrt{2} & \frac{1}{2} \sqrt{2} & 0 & 0 & 0 & 0 \\ 0 & 0 & \frac{1}{3} \sqrt{5} & \frac{2}{3} & 0 & 0 \\ 0 & 0 & 0 & 0 & \frac{1}{2} \sqrt{2} & \frac{1}{2} \sqrt{2} \end{bmatrix},
\]

\( M = A + XCX^T \) is symmetric nonnegative with spectrum \( \Lambda \) and diagonal entries \( \Gamma \).

4.2. Normal nonnegative matrices with prescribed diagonal entries. In [8, Theorem 2.1], the authors prove a normal version of Theorem 1.3, and based on this result they give sufficient conditions for the existence of a normal nonnegative matrix with prescribed spectrum [8, Theorem 3.1]. Then, we have:

**Theorem 4.3.** Let \( \Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\} \) be a list of complex numbers, and let \( \Gamma = \{\gamma_1, \ldots, \gamma_n\} \) be a list of nonnegative real numbers, such that \( \sum_{i=1}^{n} \gamma_i = \sum_{i=1}^{n} \lambda_i \). Suppose there exist partitions

\[
\Lambda = \Lambda_0 \cup \Lambda_1 \cup \cdots \cup \Lambda_{p_0}, \quad \text{and} \quad \Gamma = \Gamma_1 \cup \Gamma_2 \cup \cdots \cup \Gamma_{p_0}, \quad \text{with}
\]

\[
\Lambda_0 = \{\lambda_{01}, \ldots, \lambda_{0p_0}\}, \quad \Lambda_j \subset \Lambda, \quad j = 1, \ldots, p_0, \quad \lambda_{0j} = \lambda_j,
\]

\[
\Lambda_k = \{\lambda_{kj} \mid k, \lambda_{kj} \in \Lambda, \quad \gamma_{kj} \in \Gamma, \quad i = 1, \ldots, p_k, \quad j = 1, \ldots, p_k + 1
\]

where some lists \( \Lambda_k, \ k = 1, 2, \ldots, p_0 \), can be empty. Suppose that the following conditions hold:

i) For each \( k = 1, 2, \ldots, p_0 \), there exists a normal nonnegative matrix, with spectrum \( \U_k = \{\mu_k, \lambda_{k1}, \ldots, \lambda_{kp_k}\} \) and diagonal entries \( \Gamma_k \).

ii) There exists a \( p_0 \times p_0 \) normal nonnegative matrix with spectrum \( \Lambda_0 \) and diagonal entries \( \mu_1, \mu_2, \ldots, \mu_{p_0} \).

Then there exists a normal nonnegative matrix with spectrum \( \Lambda \) and diagonal entries \( \Gamma \).

**Proof.** The proof is similar to the proof of Theorem 4.2 (or [8, Theorem 3.1]).
4.3. Persymmetric nonnegative matrices with prescribed diagonal entries. In [9, Theorem 3.1], the authors prove a persymmetric version of Theorem 1.3, and based on this result they give sufficient conditions [9, Theorems 3.2 and 3.3], for the existence and construction of a persymmetric nonnegative matrix with prescribed spectrum. Then, from [9], we have for the case even $p_0$:

**Theorem 4.4.** Let $\Lambda = \{\lambda_1, \ldots, \lambda_n\}$ be a list of complex numbers, and let $\Gamma = \{\gamma_1, \ldots, \gamma_n\}$ be a list of nonnegative real numbers, such that $\sum_{i=1}^{n} \gamma_i = \sum_{i=1}^{n} \lambda_i$. Suppose there exist partitions

$$\Lambda = \Lambda_0 \cup \Lambda_1 \cup \cdots \cup \Lambda_{p_0} \cup \Lambda_{p_0+1} \cup \cdots \cup \Lambda_1$$

and

$$\Gamma = \Gamma_1 \cup \cdots \cup \Gamma_{p_0} \cup \Gamma_{p_0+1} \cup \cdots \cup \Gamma_1,$$

with

$$\Lambda_0 = \{\lambda_{01}, \ldots, \lambda_{0p_0}\}, \quad \lambda_{0j} \in \Lambda, \quad j = 1, \ldots, p_0, \quad \lambda_{01} = \lambda_1,$$

$$\Lambda_k = \{\lambda_{k1}, \ldots, \lambda_{kp_k}\}, \quad \Gamma_k = \{\gamma_{k1}, \ldots, \gamma_{kp_k}, \gamma_{k(p_k+1)}\}, \quad \lambda_{ki} \in \Lambda, \quad \gamma_{kj} \in \Gamma,$$

$$k = 1, 2, \ldots, p_0, \quad i = 1, \ldots, p_k, \quad j = 1, \ldots, p_k + 1,$$

where some lists $\Lambda_k$, $k = 1, 2, \ldots, p_0$, can be empty. Suppose that the following conditions hold:

i) For each $k = 1, 2, \ldots, p_0$, there exists a nonnegative matrix, with spectrum $\mathcal{U}_k = \{\mu_k, \lambda_{k1}, \ldots, \lambda_{kp_k}\}$ and diagonal entries $\Gamma_k$.

ii) There exists a $p_0 \times p_0$ persymmetric nonnegative matrix with spectrum $\Lambda_0$ and diagonal entries $\mu_1, \mu_2, \ldots, \mu_{p_0}$, $\mu_{p_0+1}, \ldots, \mu_2, \mu_1$.

Then there exists a persymmetric nonnegative matrix with spectrum $\Lambda$ and diagonal entries $\Gamma$.

**Proof.** The proof is similar to the proof in [9, Theorem 3.2]. The case odd $p_0$ is also similar to the proof in [9, Theorem 3.3].

**Remark 2.** As an application of Theorem 4.4, it is easy to show by induction, that lists of complex numbers $\Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\}$ with $\lambda_1 > 0$, $\text{Re} \lambda_j \leq 0$, $|\sqrt{3} \text{Re} \lambda_j| \geq |\text{Im} \lambda_j|$, $j = 2, \ldots, n$ (lists of Šmigoc type), are realizable by a persymmetric nonnegative matrix with diagonal entries $\gamma_1, \gamma_2, \ldots, \gamma_n$, if and only if $\sum_{i=1}^{n} \gamma_i = \sum_{i=1}^{n} \lambda_i$. For the proof it is enough to consider the partition

$$\Lambda = \Lambda_0 \cup \Lambda_1 \cup \Lambda_2 \cup \Lambda_1$$

with

$$\Lambda_0 = \{\lambda_1, \lambda_i, \lambda_j\}, \quad \Lambda_1 = \emptyset, \quad \Lambda_2 = \Lambda - \Lambda_0,$$

where $\lambda_i, \lambda_j$ are real or complex conjugate, with the realizable associated lists

$$\mathcal{U}_1 = \{\gamma_1\}, \quad \mathcal{U}_2 = \{\lambda_1 + \lambda_i + \lambda_j - 2\gamma_1\} \cup \Lambda_2.$$

5. Lists universally realizable with prescribed diagonal entries. A list $\Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\}$ of complex numbers is said to be universally realizable (UR) if there exists a nonnegative matrix with spectrum $\Lambda$ and any possible JCF allowed by $\Lambda$. In this section, we study the nonnegative universal realizability problem, NURP, with prescribed diagonal entries, that is, we study lists which are UR with realizing matrices having prescribed diagonal entries. In [5, Theorem 2.2] the authors proved that a list $\Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\}$ of complex numbers of Šmigoc type is UR if and only if $\sum_{i=1}^{n} \lambda_i \geq 0$. Moreover, In [10, Theorem 3.1] the authors
prove that if a list \( \Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\} \) is UR, then \( \Lambda_t = \{\lambda_1 + t, \lambda_2, \ldots, \lambda_n\} \) is also UR. Then for complex lists of Šmigoc type we have:

**Corollary 5.1.** Let \( \Lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_n\} \) be a realizable list of complex numbers of Šmigoc type, that is, with \( \lambda_i \in \mathbb{G}, i = 2, \ldots, n \). Let \( \Gamma = \{\gamma_1, \ldots, \gamma_n\} \) be a list of nonnegative real numbers. Then, \( \Lambda \) is UR with realizing matrices having diagonal entries \( \gamma_1, \ldots, \gamma_n \), if and only if \( \sum_{i=1}^{n} \gamma_i = \sum_{i=1}^{n} \lambda_i \).

**Proof.** The condition is necessary. Let \( \sum_{i=1}^{n} \gamma_i = \sum_{i=1}^{n} \lambda_i \). From [5, Theorem 2.2] the list \( \Lambda' = \{-\sum_{i=2}^{n} \lambda_i, \lambda_2, \ldots, \lambda_n\} \) is UR. Then there exists a nonnegative matrix \( B \) with \( \Lambda' \) for each JCF allowed by \( \Lambda' \). Let \( \gamma^T = [\gamma_1, \ldots, \gamma_n] \). Then \( A = B + e\gamma^T \) is nonnegative with the spectrum \( \Lambda \) and diagonal entries \( \gamma_1, \ldots, \gamma_n \). Moreover, since \( -\sum_{i=2}^{n} \lambda_i + \sum_{i=1}^{n} \gamma_i = \lambda_1 \), from [10, Theorem 3.1], \( \Lambda \) is UR. \( \Box \)

Observe that, since the construction of Ellard and Šmigoc in [6] is of the form \( C + D \), where \( C \) is a companion matrix of zero trace and \( D \) is a diagonal matrix, then it only allows to obtain nonnegative matrices with JCF with just one Jordan block for each different eigenvalue. Thus, this construction cannot lead to universal realizability.

In [4], the authors study the universal realizability of lists of real numbers with two positive eigenvalues. Here, we also consider spectra \( UR \) with two positive eigenvalues and with realizing matrices having prescribed diagonal entries. Then, next result is a corollary from [4, Theorem 3.2],

**Corollary 5.2.** Let \( \Lambda = \{\lambda_1, \lambda_2, \lambda_3, \ldots, \lambda_n\} \) be a list of real numbers with \( \lambda_1 > \lambda_2 > 0, \lambda_j < 0, j = 3, \ldots, n, \sum_{i=1}^{n} \lambda_i \geq 0 \). Let \( \Gamma = \{\gamma_1, \ldots, \gamma_n\} \) be a list of nonnegative real numbers such that \( \sum_{i=1}^{n} \gamma_i = \sum_{i=1}^{n} \lambda_i \). If there exists a partition

\[
F = \{\lambda_3, \lambda_4, \ldots, \lambda_n\} = F_1 \cup F_2 \text{ with } \\
F_1 = \{\alpha_1, \ldots, \alpha_s\}, \ F_2 = \{\beta_1, \ldots, \beta_{n-s-2}\},
\]

where \( \alpha_i, \beta_j \in F, \ i = 1, \ldots, s, \ j = 1, \ldots, n-s-2, \) such that

\[
\lambda_1 \geq \sum_{i=1}^{s+1} \gamma_i - \sum_{i=1}^{s} \alpha_i \geq \sum_{i=s+2}^{n} \gamma_i - \sum_{i=1}^{n-s-2} \beta_i,
\]

then \( \Lambda \) is UR with a realizing matrix having diagonal entries \( \gamma_1, \ldots, \gamma_n \).

**Proof.** Let

\[
\omega_1 = \sum_{i=1}^{s+1} \gamma_i - \sum_{i=1}^{s} \alpha_i \text{ and } \omega_2 = \sum_{i=s+2}^{n} \gamma_i - \sum_{i=1}^{n-s-2} \beta_i.
\]

Then it is clear that the lists

\[
F'_1 = \{\omega_1, \alpha_1, \ldots, \alpha_s\} \text{ and } F'_2 = \{\omega_2, \beta_1, \ldots, \beta_{n-s-2}\}
\]

are realizable by nonnegative matrices \( A_1 \) and \( A_2 \), with diagonal entries \( \{\gamma_1, \ldots, \gamma_{s+1}\} \) and \( \{\gamma_{s+2}, \ldots, \gamma_n\} \), respectively. Now, in order to apply Theorem 4.1, we compute a nonnegative matrix

\[
B = \begin{bmatrix}
\omega_1 & \lambda_1 - \omega_1 \\
\lambda_1 - \omega_2 & \omega_2
\end{bmatrix},
\]
with spectrum \( \{ \lambda_1, \lambda_2 \} \) and diagonal entries \( \omega_1, \omega_2 \) (see [1, Theorem 2.5] and the paragraph just below Example 2 in Section 3). Then,

\[
A = \begin{bmatrix} A_1 \\ A_2 \end{bmatrix} + XC,
\]

where \( X \) and \( C \) are the matrices in Theorem 1.3, \( X \) being the \( n \times 2 \) matrix of eigenvectors of \( A \) and \( C = B - \text{diag}B \), is nonnegative with diagonal entries \( \gamma_1, \ldots, \gamma_n \), and from [4, Theorem 3.2], \( A \) is UR.
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