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Abstract. Using the technique from [12], sharp quadratic convergence bounds for scaled Jacobi iterates are derived. The iterates are generated by any serial Jacobi method when applied to a general complex nonsingular Hermitian matrix. The scaled iterates are defined relatively to the diagonal. The estimates depend on the relative separation between the eigenvalues. The assumptions are general, since no monotonic ordering of the diagonal elements within any diagonal block which converges to a multiple eigenvalue is presumed.
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1. Introduction. In [11, 12], we have derived quadratic convergence bounds of scaled iterates $H_S^{(k)} = D_k^{-1/2} H^{(k)} D_k^{-1/2}$, $k \geq 0$, where $D_k = \text{diag}(H^{(k)})$, and $H^{(k)}$ are obtained by the serial Jacobi method applied to the positive definite Hermitian matrix $H = H^{(0)}$. Here $\text{diag}(H^{(k)})$ denotes the diagonal part of $H^{(k)}$. Similar results are obtained for the Kogbetliantz method [7, 14] and for the $J$-symmetric Jacobi method of Veselić [15]. In this paper, we prove that the results of this kind also hold for the serial Jacobi method when applied to indefinite nonsingular Hermitian matrices. This last result completes our survey of scaled iterates.

The motivation for all these endeavors came from several origins. First, we wanted to generalize the classical quadratic convergence results for the symmetric Jacobi method [4, 9, 10, 17] in order to comply with the new theory of relative perturbations for the eigenvalues and singular values. The norms of scaled matrices and the relative gaps in the spectrum appear naturally in the relative accuracy results (see [1] and many other references from [8]). We note that the pioneering work of Demmel and Veselić [1] has promoted Jacobi method as an accurate eigensolver for the full eigendecomposition of positive definite matrices and recent results of Drmač and Veselić [2, 3] have shown that (one-sided versions of) Jacobi methods can be made very efficient.
Second, since Jacobi methods are generally accurate, the termination criterions should carefully be chosen. The one, most often recommended, has been introduced in [1] (although it had already been used in disguised form by Rutishauser [19]): 

\[ |h_{ij}| \leq \text{tol} \cdot \sqrt{h_{ii}h_{jj}}, \quad i \neq j. \]

This criterion has been additionally theoretically justified in [6], where the structure of scaled almost diagonal Hermitian matrices is revealed. Some results from [6] (here described in Theorem 1) show that the diagonal elements of a Hermitian matrix \( H \) are relatively close to the corresponding eigenvalues provided that the off-diagonal part of \( H_S = |\text{diag}(H)|^{-1/2}H|\text{diag}(H)|^{-1/2} \) has sufficiently small norm, smaller than the minimum relative gap. Similar results hold for the singular value problem [13]. So, convergence of scaled iterates should be monitored.

Third, note that Jacobi method is not relatively accurate for a general initial indefinite Hermitian matrix \( H \). However, numerical tests and the recent theoretical investigation [16] indicate that Jacobi method is relatively accurate for the scaled diagonally dominant (s.d.d.) indefinite Hermitian matrices. This, together with the results presented here, indicates that standard Jacobi method can be safely used as an accurate eigensolver for general s.d.d. Hermitian matrices.

This paper is closely related to [12] although it presents its counterpart which deals with complex s.d.d. indefinite Hermitian matrices. There are many similarities with the content of [12]. We use the same notation (without introducing it) and the same technique of the proof which is based on induction over the set \( \{1, 2, \ldots, p\} \), where \( p \) is number of distinct eigenvalues of \( H \). Since this technique is well described and discussed (with figures and all details) in [12], we avoid to explain it. The readers are forewarned of it at several places in the paper. To keep the exposition short, we assume the reader is acquainted with [12]. This paper is sort of continuation of [12].

However, the proofs of several auxiliary results had to be modified because of the differences between the positive definite and the indefinite case. In particular:

- For indefinite s.d.d. Hermitian matrices, the diagonal elements are not all positive. This fact is reflected in the proofs of Lemmas 2 and 5.
- For indefinite s.d.d. Hermitian matrices, the bounds from [6], appearing in the estimates for the structure of indefinite s.d.d. Hermitian matrices are larger than those for the definite case. They are given in Theorem 1 and are used in Lemmas 5, 11 and 14.
- In contrast to [12], we abandon the assumption that the eigenvalues associated with the diagonal elements are monotonically ordered. We shall only require that the diagonal elements affiliated with multiple eigenvalues occupy successive positions on the diagonal (see the asymptotic assumption (A2)), as in the classical result of Hari [4]. It resulted in modifying the proof of Lemma 7.
Because of these differences, the asymptotic assumption (A1) had to be made more stringent than the one in [12] (the constant 1/6 appearing in [12, p. 25] is replaced by 1/10). Consequently, the constants in the auxiliary lemmas, as well as in Theorem 6, are different from those in [12].

The paper is organized as follows (cf. [12]). In Section 2, we derive some preparatory results. In Section 3, we prove the main result (Theorem 6) and in Section 4, we present some numerical examples.

2. Preparatory results.

2.1. Scaled diagonally dominant matrices. Let \( H \in \mathbb{C}^{n \times n} \) be a Hermitian matrix with the eigenvalues

\[
\lambda_1 = \lambda_2 = \cdots = \lambda_{s_1}, \lambda_{s_1+1} = \cdots = \lambda_{s_2}, \ldots, \lambda_{s_p-1+1} = \cdots = \lambda_{s_p},
\]

where \( s_p = n \). Then \( p \) is the number of distinct eigenvalues of \( H \) and for each \( i, 1 \leq i \leq p \), \( n_i = s_i - s_{i-1} \) \((s_0 = 0)\) is the multiplicity of \( \lambda_{s_i} \). We define the appropriate sets of indices

\[
N_r = \{ t \in \mathbb{N} : s_{r-1} + 1 \leq t \leq s_r \}, \quad 1 \leq r \leq p,
\]

and if \( H = (h_{ij}) \) is nearly diagonal, we assume

\[
\text{for } t \in N_r, \quad h_{tt} \text{ is affiliated with } \lambda_{s_r}, \quad 1 \leq r \leq p.
\]

The assumption (2.3) ensures that the diagonal elements of \( H \) which correspond to the same multiple eigenvalue occupy successive positions on the diagonal. It means that for each \( 1 \leq r \leq p \), the diagonal elements \( h_{tt}, t \in N_r, \) belong to the Gerschgorin disc around \( \lambda_{s_r} \).

For each \( i \in \{1, \ldots, p\} \), we define the relative gap of \( \lambda_{s_i} \) in the spectrum of \( H \) by,

\[
\gamma_i = \min_{1 \leq j \leq p, j \neq i} \left\{ \frac{|\lambda_{s_i} - \lambda_{s_j}|}{|\lambda_{s_i}| + |\lambda_{s_j}|}, \quad 1 \leq i \leq p \right\}.
\]

The minimum relative gap is then

\[
\gamma = \min_{1 \leq i \leq p} \gamma_i.
\]

For \( H \) with nonzero diagonal, the (symmetrically) scaled \( H \) is defined by

\[
H_S = |\text{diag}(H)|^{-1/2}H|\text{diag}(H)|^{-1/2}.
\]

The spectral matrix norm is denoted by \( \| \cdot \|_2 \). Since we frequently use the Frobenius matrix norm, it is denoted simply by \( \| \cdot \| \). By \( \Omega(X) \) we denote the off-diagonal part of
Theorem 1. Let $H \in \mathbb{C}^{n \times n}$ be a Hermitian matrix satisfying the condition (2.1),
\[ \| \Omega(H_S) \|_2 < \frac{\gamma}{\gamma + 3}, \]
and (2.3). Here $\gamma$ and $H_S$ are defined by the relations (2.5) and (2.6), respectively. Then the following assertions hold
\begin{align*}
(i) \sum_{j \in N_r} \left| 1 - \frac{\lambda_j}{h_{jj}} \right|^2 + \| \Omega(\pi_r(H_S)) \|^2 & \leq \frac{16}{\gamma^2} \| \tau_r(H_S) \|^4, \quad 1 \leq r \leq p, \\
(ii) \sum_{j=1}^n \left| 1 - \frac{\lambda_j}{h_{jj}} \right|^2 + \| \Omega(\pi(H_S)) \|^2 & \leq \frac{8}{\gamma^2} \| \tau(H_S) \|^4.
\end{align*}

2.2. Hermitian Jacobi method. A brief description of Jacobi method for computing the spectral decomposition of Hermitian matrices is given in [12, pp. 20–22]. We consider here the column-cyclic pivot strategy. The final result then holds for any equivalent pivot strategy (in [18], they are called wave front strategies). The total number of rotations in each cycle is
\begin{equation}
N = \frac{n(n - 1)}{2}.
\end{equation}
The scaled iterates are defined by
\begin{equation}
H_S^{(k)} = |\text{diag}(H^{(k)})|^{-1/2}H^{(k)}|\text{diag}(H^{(k)})|^{-1/2}, \quad k \geq 0,
\end{equation}
where $H^{(0)} = H, H^{(1)}, \ldots$ are generated by the method.

We shall use $A^{(k)}$, the off-diagonal part of $H_S^{(k)}$, and its norm $\alpha_k$,
\begin{equation}
A^{(k)} = \Omega(H_S^{(k)}) = H_S^{(k)} - \text{diag}(H_S^{(k)}), \quad \alpha_k = \| \Omega(H_S^{(k)}) \|, \quad k \geq 0.
\end{equation}
Thus, the diagonal elements of $A^{(k)} = (a_{lm}^{(k)})$, $k \geq 0$ are zeros and the off-diagonal ones are given by
\begin{equation}
a_{lm}^{(k)} = \frac{h_{lm}^{(k)}}{\sqrt{|h_{li}^{(k)}h_{ml}^{(k)}|}}, \quad l \neq m, \quad k \geq 0.
\end{equation}

\footnote{The original assumption $h_{11} \geq h_{22} \geq \cdots \geq h_{nn}$ is replaced here with the weaker one (2.3). This is the weakest form of the assumption under which the result holds.}
2.3. Auxiliary lemmas. We proceed in the same way as in [12, pp. 22–23].

LEMMA 2. Let \( H = (h_{tm}) \) be a Hermitian matrix of order \( n \). Suppose \( \tilde{H} \) is obtained from \( H \) by applying a single Jacobi step which annihilates the element \( h_{ij} \). Let \( A = (a_{tm}) \) and \( \tilde{A} = (\tilde{a}_{tm}) \) be defined by

\[
A = \Omega(H_S), \quad H_S = \Delta^{-1/2} H \Delta^{-1/2}, \quad \Delta = \text{diag}(H),
\]

\[
\tilde{A} = \Omega(\tilde{H}_S), \quad \tilde{H}_S = \tilde{\Delta}^{-1/2} \tilde{H} \tilde{\Delta}^{-1/2}, \quad \tilde{\Delta} = \text{diag}(\tilde{H}).
\]

If \( |a_{ij}| < 1 \), then

1. \(|\tilde{a}_{il}|^2 + |\tilde{a}_{jl}|^2 \leq \frac{|a_{il}|^2 + |a_{jl}|^2}{1 - |a_{ij}|}, \quad l \neq i, j,
2. \(|\tilde{A}|^2 - |A|^2 \leq |a_{ij}| \frac{|A|^2 - 2|a_{ij}|}{1 - |a_{ij}|}.

If in addition \( ||\tilde{A}|| > |A| \), then

3. \(|a_{ij}| \leq \frac{1}{2} |A|^2.

Proof. (i) In the considered Jacobi step only the \( i \)th and the \( j \)th row and column change. If \( h_{ii}h_{jj} > 0 \), using the relations [12, rel. (15) and (16)], we obtain

\[
(\tilde{a}_{il}|^2 + |\tilde{a}_{jl}|^2) - (|a_{il}|^2 + |a_{jl}|^2) = \kappa_{il} \left( \frac{|\tilde{h}_{il}|^2}{h_{ii}h_{ll}} + \frac{|\tilde{h}_{jl}|^2}{h_{jj}h_{ll}} \right) - \left( \frac{|h_{il}|^2}{h_{ii}h_{ll}} + \frac{|h_{jl}|^2}{h_{jj}h_{ll}} \right),
\]

where

\[ \kappa_{il} = \text{sgn}(h_{ii}h_{ll}), \]

and the proof follows the lines of the proof of [12, Lemma 2(i), pp. 38–39].

If \( h_{ii}h_{jj} < 0 \), using the relations [12, rel. (15) and (16)], we obtain

\[
(\tilde{a}_{il}|^2 + |\tilde{a}_{jl}|^2) - (|a_{il}|^2 + |a_{jl}|^2) = \kappa_{il} \left[ \frac{|\tilde{h}_{il}|^2}{h_{ii}h_{ll}} - \frac{|\tilde{h}_{jl}|^2}{h_{jj}h_{ll}} \right] - \left( \frac{|h_{il}|^2}{h_{ii}h_{ll}} - \frac{|h_{jl}|^2}{h_{jj}h_{ll}} \right)
\]

\[
= \kappa_{il} \left[ \left( \frac{c^2}{h_{ii}} - \frac{s^2}{h_{jj}} - \frac{1}{h_{ii}} \right) \frac{|\tilde{h}_{il}|^2}{h_{ll}} + \left( -\frac{c^2}{h_{jj}} + \frac{s^2}{h_{ii}} + \frac{1}{h_{jj}} \right) \frac{|h_{jl}|^2}{h_{ll}} \right]
\]

\[
-2sc \left( \frac{1}{h_{jj}} + \frac{1}{h_{ii}} \right) \text{Re} \left( \frac{e^{i\omega}h_{il}h_{jl}}{h_{ll}} \right),
\]

(2.11)
where \( s \) and \( c \) denote sine and cosine of the rotation angle and \( e^{i\omega} = h_{ij}/|h_{ij}| \). Let \( t = s/c \). Since \( \tilde{h}_{ii} h_{jj} = h_{ii} h_{jj} - |h_{ij}|^2 \) (see the proof of [12, Lemma 2(i)]), using the relations [12, rel. (13) and (14)], one easily obtains

\[
\frac{c^2}{h_{ii}} - \frac{s^2}{h_{jj}} - \frac{1}{h_{ii}} = \frac{c^2 (h_{jj} + |h_{ij}| t) - s^2 (h_{ii} - |h_{ij}| t)}{h_{ii} h_{jj} - |h_{ij}|^2} - \frac{1}{h_{ii}} \]

\[
= \frac{c^2 h_{jj} - s^2 h_{ii} + |h_{ij}| t}{h_{ii} h_{jj} - |h_{ij}|^2} - \frac{1}{h_{ii}} = h_{jj} - s^2 (h_{jj} + h_{ii}) + |h_{ij}| t \frac{1}{h_{ii} h_{jj} - |h_{ij}|^2} - \frac{1}{h_{ii}} \]

(2.12)

\[
= \frac{|h_{ij}|^2 + \omega_1 h_{ii}}{h_{ii} (h_{ii} h_{jj} - |h_{ij}|^2)},
\]

where \( \omega_1 = |h_{ij}| t - s^2 (h_{jj} + h_{ii}) \). Using again the relations [12, rel. (13) and (14)], we estimate \( \omega_1 \):

\[
\omega_1 = -s^2 (h_{ii} + h_{jj}) + |h_{ij}| t \]

\[
= -2 s^2 h_{ii} - s^2 (h_{jj} - h_{ii}) + |h_{ij}| t = -2 s^2 h_{ii} - s^2 2|h_{ij}| \cot 2\phi + |h_{ij}| t \]

\[
= -2 s^2 h_{ii} + |h_{ij}| t (1 - 2 c^2 t \cot 2\phi) = -2 s^2 h_{ii} + 2 s^2 |h_{ij}| t \]

\[
= -\frac{1}{2} \tan^2 2\phi \cos^2 2\phi \frac{c^2}{h_{ii}} \tan 2\phi \cos 2\phi t^2 |h_{ij}| \]

\[
= -\frac{2}{(h_{jj} - h_{ii})^2} \cos^2 2\phi \frac{c^2}{h_{ii}} h_{ii} + \frac{2|h_{ij}|}{h_{jj} - h_{ii}} \cos 2\phi t^2 |h_{ij}| \]

\[
= \frac{2|h_{ij}|^2}{h_{jj} - h_{ii}} \cos 2\phi \left( -\frac{h_{ii}}{h_{jj} - h_{ii}} \cos 2\phi \frac{c^2}{t^2} + t^2 \right) \]

\[
= \frac{2|h_{ij}|^2}{h_{jj} - h_{ii}} \cos 2\phi \left[ -\frac{h_{ii}}{h_{jj} - h_{ii}} (1 - t^2) + t^2 \right] \]

\[
= \frac{2|h_{ij}|^2}{h_{jj} - h_{ii}} \cos 2\phi \left[ -\frac{h_{ii}}{h_{jj} - h_{ii}} + t^2 \left( 1 + \frac{h_{ii}}{h_{jj} - h_{ii}} \right) \right] \]

\[
= \frac{2|h_{ij}|^2}{h_{jj} - h_{ii}} \cos 2\phi \left( \frac{t^2 h_{jj} - h_{ii}}{h_{jj} - h_{ii}} \right) + \frac{t^2 h_{jj} - h_{ii}}{h_{jj} - h_{ii}} + \frac{t^2 h_{jj} - h_{ii}}{h_{jj} - h_{ii}}. \]

So, in both cases, \( h_{ii} > 0 > h_{jj} \) and \( h_{jj} > 0 > h_{ii} \), \( \omega_1/h_{jj} \) is positive and

\[
\frac{\omega_1}{h_{jj}} \leq \frac{2|h_{ij}|^2}{|h_{ii} h_{jj}|} \left[ \frac{|h_{ij}|}{h_{jj} - h_{ii}} \cos 2\phi \frac{t^2 h_{jj} - h_{ii}}{h_{jj} - h_{ii}} \right] < 1 < \frac{2|a_{ij}|^2}{h_{jj} - h_{ii}} \leq 2|a_{ij}|^2.
\]

Combining the above relation with (2.12) we have

\[
\left| \frac{c^2}{h_{ii}} - \frac{s^2}{h_{jj}} - \frac{1}{h_{ii}} \right| = \left| \frac{1}{h_{ii}} - \frac{-|a_{ij}|^2 + \omega_1}{h_{jj} - h_{ii}} \right|
\]
(2.13) \[
\frac{1}{|h_{ii}|} - \frac{|a_{ij}|^2}{1 + |a_{ij}|^2} = \frac{1}{|h_{ii}|} \frac{|a_{ij}|^2}{1 + |a_{ij}|^2}.
\]

In a similar way, one obtains
\[
-\frac{c^2}{h_{jj}} + \frac{s^2}{h_{ii}} + \frac{1}{h_{jj}} = -\frac{|h_{ij}|^2 + \omega_2 h_{jj}}{h_{jj} (h_{jj} - |h_{ij}|^2)},
\]
where \(\omega_2 = |h_{ij}| t + s^2 (h_{jj} + h_{ii})\), and also
\[
\omega_2 = \frac{2|h_{ij}|^2}{h_{jj} - h_{ii}} \cos 2\phi \frac{h_{jj} - h_{ii}}{h_{jj} - h_{ii}}.
\]

From the above expression, one can see that \(\omega_2 / h_{ii}\) is negative and
\[
\left| \frac{\omega_2}{h_{ii}} \right| \leq \frac{2|h_{ij}|^2}{|h_{ii} h_{jj}|} \frac{|h_{jj}|}{|h_{jj} - h_{ii}|} \cos 2\phi \frac{h_{jj} - h_{ii}}{h_{jj} - h_{ii}} < 2|a_{ij}|^2.
\]

Combining the obtained relations, we have
\[
(2.14) \quad \left| -\frac{c^2}{h_{jj}} + \frac{s^2}{h_{ii}} + \frac{1}{h_{jj}} \right| = \frac{1}{|h_{jj}|} \frac{|a_{ij}|^2 + \omega_2}{1 + |a_{ij}|^2} < \frac{1}{|h_{jj}|} \frac{|a_{ij}|^2}{1 + |a_{ij}|^2}.
\]

Using again the relations [12, rel. (13) and (14)], we have
\[
2sc \left( \frac{1}{h_{jj}} + \frac{1}{h_{ii}} \right) = 2sc \frac{h_{ij} + h_{jj}}{h_{ii} h_{jj}} = 2sc \frac{h_{jj} + h_{ii}}{|h_{ii} h_{jj} - |h_{ij}|^2|}
\]
\[
= \tan 2\phi \cos 2\phi \frac{h_{jj} + h_{ii}}{h_{ii} h_{jj} - |h_{ij}|^2} = \frac{2|h_{jj}|}{h_{jj} - h_{ii}} \frac{h_{jj} + h_{ii}}{h_{jj} - h_{ii}} \cos 2\phi
\]
\[
= -\frac{1}{\sqrt{|h_{ii} h_{jj}|}} \frac{2a_{ij}}{1 + |a_{ij}|^2} \frac{h_{jj} + h_{ii}}{h_{jj} - h_{ii}} \cos 2\phi.
\]

Since \(\frac{h_{jj} + h_{ii}}{h_{jj} - h_{ii}} \cos 2\phi < 1\), we have
\[
(2.15) \quad \left| 2sc \left( \frac{1}{h_{jj}} + \frac{1}{h_{ii}} \right) \right| < \frac{1}{\sqrt{|h_{ii} h_{jj}|}} \frac{2|a_{ij}|}{1 + |a_{ij}|^2}.
\]

Finally, using the relations (2.11), (2.13), (2.14) and (2.15), we obtain
\[
(|\tilde{a}_{il}|^2 + |\tilde{a}_{jl}|^2) - (|a_{il}|^2 + |a_{jl}|^2)
\]
\[
< \frac{|a_{ij}|^2}{1 + |a_{ij}|^2} |\tilde{a}_{il}|^2 + \frac{|a_{ij}|^2}{1 + |a_{ij}|^2} |\tilde{a}_{jl}|^2 + \frac{2|a_{ij}|}{1 + |a_{ij}|^2} |a_{il}| |a_{jl}|.
\]
\[ \frac{|a_{ij}|^2}{1 + |a_{ij}|^2} (|a_{il}|^2 + |a_{jl}|^2) + \frac{|a_{ij}|}{1 + |a_{ij}|^2} (|a_{il}|^2 + |a_{jl}|^2) \]

(2.16)

\[ = \frac{|a_{ij}|^2 + |a_{ij}|}{1 + |a_{ij}|^2} (|a_{il}|^2 + |a_{jl}|^2). \]

Since

\[ \frac{|a_{ij}| + |a_{ij}|^2}{1 + |a_{ij}|^2} < \frac{|a_{ij}|(1 + |a_{ij}|)}{1 - |a_{ij}|^2} = \frac{|a_{ij}|}{1 - |a_{ij}|}, \]

the obtained bound \((|a_{ij}| + |a_{ij}|^2)/(1 + |a_{ij}|^2)\), is better in the case \(h_i h_j < 0\), than the bound \(|a_{ij}|/(1 - |a_{ij}|)\) which is obtained in the case \(h_i h_j > 0\). Using the weaker bound in the relation (2.16), the assertion \((i)\) immediately follows.

The proofs of \((ii)\) and \((iii)\) are exactly the same as those of [12, Lemma 2(ii), p. 40] and [12, Lemma 2(iii), p. 40], respectively. \(\square\)

**Lemma 3.** Let \(H\) be Hermitian matrix of order \(n \geq 3\) and let \(N\) be as in the relation (2.7). Let \(H^{(0)} = H, H^{(1)}, \ldots, H^{(N)}\) be obtained by applying \(N\) Jacobi steps to \(H\) under any ordering. Let \(\alpha_k\) be defined by the relation (2.9). If

\[ \alpha_0 \leq \frac{1}{10n}, \]

then

\[ \alpha_k^2 \leq c_k \alpha_0^2, \quad 0 \leq k \leq N, \]

where

\[ c_k = \left(1 + \frac{0.00126}{n^2}\right)^k < 1.0007, \quad 0 \leq k \leq N. \]

**Proof.** The proof goes in the same way as the proof of [12, Lemma 3] or [11, Lemma 3, pp. 178–179] with suitable modifications of constants. \(\square\)

**Lemma 4.** Let \(H\) be as in Lemma 3. Let \(H^{(0)} = H, H^{(1)}, \ldots, H^{(N)}\) be obtained by applying \(N\) Jacobi steps to \(H\) under the column-cyclic strategy. Let

\[ \eta_{sr}^{(k)} = [a_{1r}^{(k)}, \ldots, a_{sr}^{(k)}]^T, \quad 1 \leq s < r \leq n, \quad 0 \leq k \leq N \]

and

(2.17)

\[ Q_s = 1 + 2 + \cdots + (s - 1). \]
If
\[ \alpha_0 \leq \frac{1}{10n}, \]
then
\[ \| \eta_{sr}^{(Qs)} \|_{2}^{2} \leq K_s \| \eta_{sr}^{(0)} \|_{2}^{2}, \]
where
\[ K_s = (1 - \alpha / \sqrt{2})^{-(2s-3)} < 1.1581 \]
and
\[ \alpha = \sqrt{1.0007 \alpha_0}. \]

**Proof.** The proof follows the lines in the proof of [12, Lemma 4, p. 40] and [11, Lemma 9, pp. 190–193], where we use Lemma 3 to estimate $K_s$. \[\blacksquare\]

**Lemma 5.** Let $H^{(0)} = H$, $H^{(1)}$, ..., $H^{(N)}$ be as in Lemma 4. In addition, let $H^{(0)}$ satisfy (2.3) and
\[ \alpha_0 \leq \frac{1}{10} \min \left\{ \frac{1}{n}, \gamma \right\}, \quad n \geq 3, \]
where $\alpha_0$ and $\gamma$ are defined by the relations (2.9) and (2.5), respectively. Then the following relations hold for $0 \leq k \leq N$,

\[ (i) \quad 1 - 0.0201 \gamma \lambda_{sr} < h_{tt}^{(k)} < (1 + 0.0202 \gamma) \lambda_{sr}, \quad t \in \mathcal{N}_r, \quad 1 \leq r \leq p, \]
\[ (ii) \quad r g(h_{tt}^{(k)}, h_{qq}^{(k)}) \geq 0.9605 \gamma, \quad t \in \mathcal{N}_l, \quad q \in \mathcal{N}_r, \quad l \neq r, \]
\[ (iii) \quad |\tan \varphi^{(k)}| \leq \frac{|a_{ij}^{(k)}|}{2 \cdot 0.9605 \gamma} \leq \frac{|a_{ij}^{(k)}|}{0.5206 \gamma}, \quad i \in \mathcal{N}_l, \quad j \in \mathcal{N}_r, \quad l \neq r, \]
where $(i, j) = (i(k), j(k))$ is the pivot pair.

If $h_{tt}^{(k)} h_{qq}^{(k)} < 0$ in (ii) or $h_{ii}^{(k)} h_{jj}^{(k)} < 0$ in (iii), then the constant $0.9605 \gamma$ can be replaced by 1.

**Proof.** (i) The proof follows the lines in the proof of [12, Lemma 5(i), pp. 41–43]. The difference appears in using Theorem 1(i) for Hermitian $\alpha_k$-s.d.d. matrix $\tilde{H}^{(k)}$, instead of using the corresponding result for positive definite matrices. Thus, we obtain for $1 \leq r \leq p$,
\[ 1 - \frac{2 \alpha_k^2}{\gamma_r} < 1 - \frac{4 \| \tau_r (\tilde{H}_S^{(k)}) \|}{\gamma_r} \leq \frac{\lambda_{sr}}{h_{tt}^{(k)}} \leq 1 + \frac{4 \| \tau_r (\tilde{H}_S^{(k)}) \|}{\gamma_r} < 1 + \frac{2 \alpha_k^2}{\gamma_r}, \quad t \in \mathcal{N}_r. \]
Hence, in the same way as in [12, Lemma 5(i)], we obtain
\[ \lambda_s \left( 1 - \frac{21.0007}{10^2} \gamma \right) \leq \tilde{h}^{(k)} \leq \lambda_s \left( 1 + \frac{21.0007}{10^2} \gamma \right) \].

According to this relation, we modify the constants in the rest of the proof, and obtain (i).

(ii) From the definition of the function \( \text{rg}(\cdot, \cdot) \), we have \( \text{rg}(h^{(k)}_{tt}, h^{(k)}_{qq}) = 1 \) provided that \( h^{(k)}_{tt} h^{(k)}_{qq} < 0 \). If \( h^{(k)}_{tt} h^{(k)}_{qq} > 0 \), we use (i) and follow the lines in the proof of [12, Lemma 5(ii)] or [11, Lemma 5(i), pp. 181–182]. We also use \( \kappa = (1 - 0.0201\gamma)/(1 + 0.0202\gamma) \).

(iii) As above in the case of opposite sign, we have
\[ |\tan \varphi^{(k)}| \leq \frac{|h^{(k)}_{ij}|}{|h^{(k)}_{jj} - h^{(k)}_{ii}|} = \frac{|h^{(k)}_{ij}|}{\sqrt{|h^{(k)}_{ii} h^{(k)}_{jj}| - |h^{(k)}_{ij}|^2}} \leq \frac{1}{2} |a^{(k)}_{ij}|. \]

In the case of same sign, we use the assertion (ii) and follow the lines in the proof of [12, Lemma 5(iii), p. 43] or [11, Lemma 5(ii), p. 182].

3. Quadratic convergence of scaled iterates.

3.1. Asymptotic assumptions. According to the conditions used in Lemmas 4 and 5, and the assumptions used in [12, p. 25], we formulate the following asymptotic assumptions:

(A1) \( H \) is a complex or real Hermitian matrix of order \( n \geq 3 \), satisfying
\[ \alpha_0 \leq \frac{1}{10} \min \left\{ \frac{1}{n}, \gamma \right\}, \]
where \( \alpha_0 \) and \( \gamma \) are defined by the relations (2.9) and (2.5), respectively.

(A2) The diagonal elements of \( H \) satisfy the relation (2.3) i.e.
\[ \text{for all } t \in N_r, \quad h_{tt} \text{ is affiliated with } \lambda_{s_r}, \quad 1 \leq r \leq p, \]
where the sets \( N_r, 1 \leq r \leq p, \) are defined by the relation (2.2).

3.2. The Main Theorem. Here we state and prove the main result.

Theorem 6. Let \( H \) satisfy the asymptotic assumptions (A1) and (A2). Let the sequence \( H^{(0)} = H, H^{(1)}, \ldots, H^{(N)} \) be generated by the column-cyclic Jacobi method. Then
\[ \alpha_N \leq 2.8 \frac{\alpha_0^2}{\gamma}, \]
where $\alpha_0, \alpha_N$ and $\gamma$ are defined by the relations (2.9) and (2.5), respectively.

**Proof.** We provide here just an outline of the proof. One has to follow the proof of [12, Theorem 6].

The proof of Theorem 6 uses induction over the set $\{1, 2, \ldots, p\}$. We use the notation from [12, Section 5] (relations [12, rel. (28)-(31), p. 26] and figures [12, Fig. 1,2, p. 27]). The matrices and matrix blocks appearing in the proof are sketched below.

The matrices $M_t$, $N_t$ and $T_t$.

The blocks $F_r$, $\overline{F}_r$ and $G_r$.

In the proof of Theorem 1, we shall use the inequality

$$\|T_s^{(Q_{s_r})}\| \leq C_r \frac{\|N_{s_r}\|^2}{\gamma}, \quad 1 \leq r \leq p,$$

where $Q_{s_r}$ is given by (2.17) and

$$C_r = 1.8 \xi_s \prod_{i=1}^{r} \left(1 + 30 \frac{\|G_i\|^2}{\gamma^2}\right)^{1/2}, \quad 1 \leq r \leq p.$$
Here

\[ \xi = \left(1 - 0.521 \frac{\alpha_0^2}{\gamma}\right)^{-1}. \]  

Using the assumption (A1), we have \( \alpha_0 / \gamma \leq 1/10 \) and \( \alpha_0 \leq 1/(10n) \leq 1/30 \), so that

\[ \xi \leq \left(1 - 0.521 \frac{\alpha_0}{\gamma}\alpha_0\right)^{-1} \leq 1.0018. \]  

Using the inequality

\[ \prod_l (1 + x_l) \leq \left(1 - \sum_l x_l\right)^{-1}, \quad x_l \geq 0, \quad \sum_l x_l < 1, \]

with \( x = \frac{0.521\alpha_0^2 / \gamma}{1 - 0.521\alpha_0^2 / \gamma} \) and the assumption (A1), we obtain

\[ \xi^n = (1 + x)^n \leq (1 - nx)^{-1} \leq \left(1 - \frac{0.521 n\alpha_0 / \gamma}{1 - 0.521 \alpha_0^2 / \gamma}\right)^{-1} < 1.0053. \]  

Similarly, using the relations (3.5) and (3.6), and the assumption (A1), we obtain from the relation (3.2)

\[ C_r^2 \leq \xi^{2n} \frac{1.8^2}{1 - 30 \sum_{i=1}^r \|G_i\|_2^2} \leq \xi^{2n} \frac{1.8^2}{1 - 30 \alpha_0^2 / \gamma} \leq 1.0053^2 \frac{1.8^2}{1 - 15 (1/10)^2 } < 3.853. \]

Therefore, \( C_r \) is uniformly bounded from above and from below,

\[ 1.8 \leq C_r < \sqrt{3.853}, \quad 1 \leq r \leq p. \]

The proof of the inequality (3.1) uses induction with respect to \( r \). As in [12, p. 28], we divide it into three parts: the induction base is checked in PART I and the induction step is proved in PART II and PART III.

**PART I**

We assume that

\[ \|T_{s_{r-1}}^{(I)}\| \leq C_{r-1} \frac{\|N_{s_{r-1}}\|^2}{\gamma} \]

holds for some \( 2 \leq r \leq p \), where \( I := Q_{s_{r-1}} = 1 + 2 + \cdots + (s_{r-1} - 1) \). The induction base (for \( r = 2 \)) is now trivial because \( T_{s_1}^{(I)} = O \).
PART II

Let \( II := Q_{s_{r-1}} + s_{r-1}(s_r - s_{r-1}) = I + s_{r-1}n_r. \) We prove in this part

\[
\|T^{(II)}_{s_{r-1}}\| \leq \xi^{s_r-s_{r-1}}C_{r-1} \|N_{s_r}\| \frac{\|N_{s_r}\|^2}{\gamma},
\]

(3.9)

\[
\|F^{(II)}_r\| \leq 8.983 \|N_{s_r}\|^2 \|G_r\|.
\]

(3.10)

PART III

Let \( III := Q_{s_{r}} = 1 + 2 + \cdots + (s_r - 1) = II + n_r(n_r - 1)/2. \) We prove

\[
\|F^{(III)}_r\| \leq 1.015 \|F^{(II)}_r\|,
\]

(3.11)

\[
T^{(III)}_{s_{r-1}} = T^{(II)}_{s_{r-1}}.
\]

(3.12)

This is illustrated in [12, Fig. 3, p. 29].

To complete the induction step, we use the relations (3.12), (3.11), (3.9), (3.10), (3.2) and (3.7). We have

\[
\|T^{(III)}_{s_{r}}\|^2 = \|T^{(III)}_{s_{r-1}}\|^2 + \|F^{(III)}_r\|^2 \leq \|T^{(III)}_{s_{r-1}}\|^2 + 1.015^2\|F^{(III)}_r\|^2
\]

\[
\leq \xi^{2(s_r-s_{r-1})}C_{r-1}^2 \|N_{s_r}\|^4 \frac{\|N_{s_r}\|^4}{\gamma^2} + 1.015^2 8.983^2 \frac{\|N_{s_r}\|^4}{\gamma^4} \|G_r\|^2
\]

\[
\leq \xi^{2(s_r-s_{r-1})}C_{r-1}^2 \left[1 + \left(1.015 8.983 \frac{\|G_r\|^2}{1.8}\right)^2 \frac{\|N_{s_r}\|^4}{\gamma^2} \|N_{s_r}\|^4 \frac{\|N_{s_r}\|^4}{\gamma^2} \right] \|N_{s_r}\|^4 \frac{\|N_{s_r}\|^4}{\gamma^2} \leq C_r^2 \|N_{s_r}\|^4 \frac{\|N_{s_r}\|^4}{\gamma^2},
\]

and the relation (3.1) is now proved. Now, we can complete the proof of the main theorem,

\[
\alpha_N^2 = 2\|T^{(N)}_{s_p}\|^2 + \sum_{i=1}^{p} \|A^{(N)}_{ii}\|^2
\]

\[
\leq 2\|T^{(N)}_{s_p}\|^2 + \frac{8}{\gamma^2} \left(2\|T^{(N)}_{s_p}\|^2\right)^2 \leq 2\|T^{(N)}_{s_p}\|^2 \left(1 + \frac{16}{\gamma^2}\|T^{(N)}_{s_p}\|^2\right)
\]

\[
\leq 2C_p^2 \frac{\|N_{s_p}\|^4}{\gamma^2} \left(1 + 16C_p^2 \frac{\|N_{s_p}\|^4}{\gamma^4}\right) \leq 2C_p^2 \frac{\alpha_0^4}{\gamma^2} \left(1 + 16C_p^2 \frac{\alpha_0^4}{\gamma^4}\right)
\]

(3.13)

\[
\leq 2 \times 3.853 \times (1 + 16 \times 3.853 \times (1/10)^4) \frac{\alpha_0^4}{\gamma^2} \leq 2.82 \frac{\alpha_0^4}{\gamma^2}.
\]

Here, we have used Theorem 1(ii) to bound \( \sum_{i=1}^{p} \|A^{(N)}_{ii}\|^2. \)
3.3. Details of the Proof. Here we present the proof of the relation (3.1). The proof is quite similar to the proof in [12. Section 5.3, pp. 30–35], so we avoid here full explanation of all details.

**PART II**

In the following lemma, we use

\[ \text{(3.14)} \quad w_m = Q_{s_{r-1}} + (m - 1 - s_{r-1})s_{r-1}, \quad s_{r-1} + 1 \leq m \leq s_r. \]

**Lemma 7.** Let \( H \) satisfy the assumptions of Theorem 6. Let \( w_m \) be defined by the relation \((3.14)\). Then

(i) \( a_{km}^{(w_m+k)} = 0, \quad 1 \leq k \leq s_{r-1}, \)

(ii) \[ |a_{lm}^{(w_m+k)}| \leq 1.0027 \left( |a_{lm}^{(w_m)}| + \frac{1.0412}{\gamma} \sum_{t=1}^{k} |a_{lt}^{(w_m)} a_{tm}^{(m+t-1)}| \right), \]

\[ 1 \leq k \leq s_{r-1}, \quad k < l \leq m - 1 \]

(iii) \[ |a_{lm}^{(w_m+k)}| \leq \frac{1.045}{\gamma} \sum_{t=1}^{k} |a_{lm}^{(w_m+t-1)}| \left( |a_{lt}^{(w_m)}| + \frac{1.0412}{\gamma} |a_{lt}^{(w_m+l-1)} a_{tm}^{(m+l-1)}| \right), \]

\[ 1 \leq l < k \leq s_{r-1} \]

(iv) \[ |a_{lt}^{(w_m+s_{r-1})}| \leq \xi |a_{lt}^{(w_m)}| + \frac{1.043}{\gamma} \left( |a_{lt}^{(w_m+l-1)} a_{tm}^{(m+l-1)}| + |a_{lm}^{(w_m+t-1)} a_{tm}^{(m+t-1)}| \right), \]

\[ 1 \leq l \neq t \leq s_{r-1} \]

(v) \[ |a_{lt}^{(w_m+s_{r-1})}| \leq \xi |a_{lt}^{(w_m)}| + \frac{1.043}{\gamma} |a_{lt}^{(w_m+l-1)} a_{tm}^{(m+l-1)}|, \quad 1 \leq l \leq s_{r-1} < t < m, \]

where \( \xi \) in (iv) and (v) is given by the relation \((3.3)\).

**Proof.** In the proof we shall omit the index \( w_m \).

(i) This obvious since \( a_{km}^{(k)} \) is the annihilated pivot element.

(ii) We follow the proof of [12, Lemma 8(ii)] or [11, Lemma 7(ii), pp. 184–185], and use Lemmas 5(ii) and 3, and the relations (2.18), (3.3) and (3.6) to obtain

\[ \text{(3.15)} \quad \frac{|s^{(t-1)} h_{lt}|}{\sqrt{|h_{lt} h_{mm}^{(k)}|}} \leq \frac{1}{0.9605 \gamma} |a_{lm}^{(t-1)} a_{lt}| \left( \frac{|h_{mm}^{(t-1)}|}{|h_{mm}^{(k)}|} \right), \quad 1 \leq t \leq k; \]

\[ \text{(3.16)} \quad |h_{mm}^{(q)}| \geq |h_{mm}^{(q-1)}| - |h_{qm}^{(q-1)} \tan \varphi^{(q-1)}| \geq |h_{mm}^{(q-1)}| \left( 1 - \frac{2}{0.9605 \gamma} \left( \frac{2}{0.9605 \gamma} \right)^{q-1} \right) \]

\[ \geq |h_{mm}^{(q-1)}| \left( 1 - \frac{2}{0.9605 \gamma} \right) \geq |h_{mm}^{(q-1)}| \xi^{-1}, \quad 1 \leq q \leq s_{r-1} \]
and

\[
\frac{|h^{(t-1)}_{tmn}|}{|h^{(k)}_{tmn}|} \leq \xi^{k-t+1} \leq \xi^n < 1.0053, \quad 1 \leq t \leq k \leq s_{r-1}.
\]

This implies \((ii)\).

Since \(h^{(k)}_{tt} = h^{(t)}_{tt} = h^{(t-1)}_{tt} \tan \phi(t-1), 1 \leq t \leq k \leq s_{r-1}\), we have the relation analogous to (3.16), i.e.,

\[
\frac{|h_{tt}|}{|h^{(k)}_{tt}|} \leq \left( 1 - \frac{\alpha^2}{0.9605\gamma} \right)^{-1} \leq \xi
\]

\[
< 1.0018, \quad 1 \leq t \leq k \leq s_{r-1}.
\]

\((iii)\) Here, in the proof of [12, Lemma 8(ii)] or [11, Lemma 7(ii), pp. 185–186], we cannot estimate the term \(|h_{tt}|/|h_{tt}|\) for all \(t > l\). However, we can easily overcome this problem by using a proper association of the factors as follows. Using the relations (3.15), (3.17) and (3.19), we have

\[
\frac{|s^{(t-1)}_{tt} h^{(l-1)}_{tt}}}{\sqrt{|h^{(k)}_{tt} h^{(l)}_{tmn}|}} \leq \frac{1}{0.9605\gamma} \frac{|a^{(t-1)}_{tm}|}{|a^{(k)}_{tm}|} \frac{|s^{(t-1)}_{tmn}|}{|h^{(l)}_{tmn}|} \frac{|h^{(k)}_{tt}|}{|h^{(l)}_{tt}|} \frac{|h^{(l)}_{tt}|}{|h^{(k)}_{tt}|} \sqrt{|h^{(k)}_{tt} h^{(l)}_{tmn}|} \leq \frac{1}{0.9605\gamma} \frac{|a^{(t-1)}_{tm}|}{|a^{(k)}_{tm}|} \frac{|h^{(l-1)}_{tt} h^{(k-1)}_{tmn}|}{|h^{(l)}_{tt} h^{(k)}_{tmn}|} \sqrt{1.0053 1.0018}, \quad 1 \leq t \leq k.
\]

Now, using the relation [12, rel. (13)], Lemma 5(ii) and the relations (3.17) and (3.19), we have

\[
= \frac{|a^{(t-1)}_{tm}|}{\sqrt{\operatorname{rg}(h^{(k)}_{tt} h^{(l-1)}_{tmn})}} \frac{|h^{(l-1)}_{tt} h^{(k)}_{tmn}|}{|h^{(l)}_{tt} h^{(k)}_{tmn}|} \frac{|h^{(l-1)}_{tt}|}{|h^{(k-1)}_{tt} h^{(l-1)}_{tmn}|} \frac{|h^{(k-1)}_{tt} h^{(l-1)}_{tmn}|}{|h^{(l-1)}_{tt} h^{(k-1)}_{tmn}|} \sqrt{1.0053 1.0018}.
\]

The obtained relations yield the assertion \((iii)\).
(iv) In a similar way as in the proof of (iii) (see the proof of [12, Lemma 8(iv)] or [11, Lemma 7(iv), pp. 186–187]), we obtain

\[ \frac{|h_{tt}|}{\sqrt{h_{tt}^{(s_r-1)} h_{tt}^{(s_r-1)}}} \leq |a_{tt}| \frac{|h_{tt} h_{tt}^{(s_r-1)}}{|h_{tt}^{(s_r-1)} h_{tt}^{(s_r-1)}} | \leq \xi |a_{tt}|, \]

\[ \frac{|s^{(l-1)} h_{lm}^{(l-1)}}{\sqrt{h_{lm}^{(s_r-1)} h_{lm}^{(s_r-1)}}} \leq \frac{|a_{lm}^{(l-1)} a_{lm}^{(l-1)}}{|h_{lm}^{(s_r-1)} h_{lm}^{(s_r-1)}} | \leq \frac{|h_{tt}^{(l-1)} h_{tt}|}{|h_{tt}^{(s_r-1)} h_{tt}^{(s_r-1)}} | \leq 1.0018 \]

and

\[ \frac{|s^{(l-1)} h_{lm}^{(l-1)}}{\sqrt{h_{lm}^{(s_r-1)} h_{lm}^{(s_r-1)}}} \leq \frac{|a_{lm}^{(l-1)} a_{lm}^{(l-1)}}{|h_{lm}^{(s_r-1)} h_{lm}^{(s_r-1)}} | \leq \frac{|h_{tt}^{(l-1)} h_{tt}|}{|h_{tt}^{(s_r-1)} h_{tt}^{(s_r-1)}} | \leq 1.0018 \]

which together imply (iv).

(v) We use the assertion (iv) and the proof of [12, Lemma 8(v), p. 43].

Using Lemma 7, we can estimate the elements of the \( m \)th column, prior and after annihilations. Let

\[ \eta_{m}^{(k)} = [a_{1m}^{(k)}, \ldots, a_{sm_{r-1}m}^{(k)}], \quad s_{r-1} + 1 \leq m \leq s_r, \ 0 \leq k \leq N, \]

\[ \rho_{m} = [a_{1m}, a_{2m}, \ldots, a_{m_{r-1}}, \ldots, a_{m_{m-1}m}], \quad s_{r-1} + 1 \leq m \leq s_r. \]

**Lemma 8.** Let \( H \) satisfy the assumptions of Theorem 6. Let \( w_{m}, \eta_{m}^{(w_{m})} \) and \( M_{s_{r-1}}^{(w_{m})} \) be defined by the relations (3.14), (3.20) and [12, rel. (28)], respectively. Then

\[ \sum_{l=1}^{s_{r-1}} (a_{lm}^{(w_{m}+q_{l})})^2 \leq \mu_{m}^2 \|\eta_{m}^{(w_{m})}\|^2 \text{ for any } 0 \leq q_{l} < l, \ 1 \leq l \leq s_{r-1}, \]

\[ \sum_{l=1}^{s_{r-1}} (a_{lm}^{(w_{m}+q_{l})})^2 \leq 0.547 \mu_{m}^2 \|\eta_{m}^{(w_{m})}\|^2 \left( \|M_{s_{r-1}}^{(w_{m})}\| + \frac{1.473 \mu_{m}^2}{\gamma} \|\eta_{m}^{(w_{m})}\|^2 \right)^2 \]

for any \( l \leq q_{l} \leq s_{r-1}, \ 1 \leq l \leq s_{r-1}, \)

where

\[ \mu_{m} = \frac{1.0027}{1 - \frac{0.7283}{\gamma} \|M_{s_{r-1}}^{(w_{m})}\|}. \]
Proof. We follow the lines in the proof of [12, Lemma 9] or [11, Lemma 8, pp. 188–190]. We use Lemma 7(ii) to prove (i) and Lemma 7(iii) to prove (ii). □

The next lemma estimates the norms of the matrices \( M_{s_{r-1}} \) and \( T_{s_{r-1}} \) after the annihilations in the \( m \)th column of the block \( F_r \) are completed.

**Lemma 9.** Let \( H \) satisfy the assumptions of Theorem 6. Then for \( s_{r-1} + 1 \leq m \leq s_r \) hold

\[
\begin{align*}
(i) \quad \|M^{(w_{m+1})}\| &\leq \xi \|M^{(w_m)}\| + \frac{1.476\mu_m^2\|\eta^{(w_m)}\|}{\gamma} \left[ 1 + \frac{0.547}{\gamma} \left( \|M^{(w_m)}\| + \frac{1.473\mu_m^2\|\eta^{(w_m)}\|}{\gamma} \right)^2 \right], \\
(ii) \quad \|T^{(w_{m+1})}\| &\leq \xi \|T^{(w_{m})}\| + \frac{1.043\mu_m^2\|\eta^{(w_m)}\|}{\gamma} \left[ 1 + \frac{0.547}{\gamma} \left( \|M^{(w_m)}\| + \frac{1.473\mu_m^2\|\eta^{(w_m)}\|}{\gamma} \right)^2 \right],
\end{align*}
\]

where \( w_m, \eta^{(k)}_m, \mu_m \) and \( \xi \) are defined by the relations (3.14), (3.20), (3.22) and (3.3), respectively.

Proof. Using Lemmas 7(iv) and 8, the proof follows the lines of the proof of [12, Lemma 10, pp. 43–45]. □

**Lemma 10.** Let \( H \) satisfy the assumptions of Theorem 6. Let \( s_{r-1} + 1 \leq q < m \leq s_r \) and let \( w_q, w_m, \eta^{(k)}_q, \eta^{(k)}_m, \mu_q \) and \( \mu_m \) be defined by the relations (3.14), (3.20) and (3.22). Then

\[
\begin{align*}
(i) \quad |a^{(w_{m+1})}_{q,m+1}| &\leq 1.0027 \left( |a^{(w_m)}_{q,m}| + \frac{1.0412\mu_m}{\gamma} \|\eta^{(w_m)}_q\| \|\eta^{(w_m)}_m\| \right), \quad 0 \leq l \leq s_{r-1}, \\
(ii) \quad |a^{(w_{m})}_{q,m}| = |a^{(w_{q+1})}_{q,m}| &\leq 1.0027 \left( |a^{(w_q)}_{q,m}| + \frac{1.0412\mu_q}{\gamma} \|\eta^{(w_q)}_q\| \|\eta^{(w_q)}_m\| \right).
\end{align*}
\]

Proof. Using Lemmas 7(ii) and 8(i), the proof is implied by the proof of [12, Lemma 11, pp. 45–46]. □

**Lemma 11.** Let \( H \) satisfy the assumptions of Theorem 6. If the hypothesis (3.8) holds, then

\[
\|M^{(l)}_{s_{r-1}}\| \leq 5.668 \frac{\|N_{s_{r-1}}\|^2}{\gamma}, \quad I = 1 + 2 + \cdots + (s_{r-1} - 1).
\]

Proof. Following the lines in the proof of [12, Lemma 12, p. 46], we apply first
Theorem 1(i) and the relation (3.8), to obtain
\[ \|M^{(f)}_{s_{r-1}}\|^2 \leq 2C_{r-1}^2 \|N_{s_{r-1}}\|^4 \frac{16}{\gamma^2} \left( 2\|T^{(f)}_{s_{r-1}}\|^2 + \|N^{(f)}_{s_{r-1}}\|^2 - \|M^{(f)}_{s_{r-1}}\|^2 \right)^2. \]

After that, we apply Lemma 4, the relation (3.7) and the assumption (A1). We obtain
\[ \|M^{(f)}_{s_{r-1}}\|^2 \leq \frac{\|N_{s_{r-1}}\|^4}{\gamma^2} \left[ 2.3853 + 16 \left( 2 \frac{1}{100} \right) \left( 3.853 + 1.581 \right)^2 \right] \leq 5.668^2 \frac{\|N_{s_{r-1}}\|^4}{\gamma^2} \]
which completes the proof. □

**Lemma 12.** Let \( H \) satisfy the assumptions of Theorem 6. Let \( w_m \) and \( \mu_m \) be defined by the relations (3.14) and (3.22), respectively. If the hypothesis (3.8) holds, then for \( s_{r-1} + 1 \leq m \leq s_r \), it holds that

(i) \( \mu_m \leq \mu = 1.05 \),

(ii) \( \|M^{(w_{m+1})}_{s_{r-1}}\| \leq 5.668 \xi^{m-s_{r-1}} \|N_m\|^2 \gamma \),

(iii) \( \|T^{(w_{m+1})}_{s_{r-1}}\| \leq \xi^{m-s_{r-1}} C_{r-1} \|N_m\|^2 \gamma \).

**Proof.** We use the same technique as in the proof of [12, Lemma 13, pp. 46–48]. The induction base \( m = s_{r-1} + 1 \) is proved by using the relation (3.22) and Lemmas 11, 9 and 4. The induction step \( m - 1 \to m \) is proved by using the assertions (ii) and (iii) as the induction hypothesis. Thus, using the relations (3.22) and (3.6), the assertion (ii) \( m - 1 \), and the assumption (A1), we obtain
\[ \mu_m \leq \frac{1.0027}{1 - 0.7383 5.668 1.0053 (1/10)^2} < 1.05 = \mu \]
which is (i) \( m \). Now, using Lemma 9(i), the assertions (i) \( m \) and (ii) \( m - 1 \), Lemma 4, the relation (3.6) and the assumption (A1), we have
\[ \|M^{(w_{m+1})}_{s_{r-1}}\| \]
\[ \leq \xi \|M^{(w_m)}_{s_{r-1}}\| + \frac{1.476 \mu^2 \|\eta^{(w_m)}_m\|^2}{\gamma} \left[ 1 + \frac{\sqrt{0.547}}{\gamma} \left( \|M^{(w_m)}_{s_{r-1}}\| + \frac{1.473 \mu^2}{\gamma} \|\eta^{(w_m)}_m\|^2 \right) \right] \]
\[ \leq \xi 5.668 \xi^{m-1-s_{r-1}} \frac{\|N_{m-1}\|^2}{\gamma} + \frac{1.476 1.05^2 1.1581 \|\rho_m\|^2}{\gamma} \]
\[ \cdot \left[ 1 + \frac{\sqrt{0.547}}{\gamma} \left( 5.668 \xi^{m-1-s_{r-1}} \frac{\|N_{m-1}\|^2}{\gamma} + \frac{1.473 1.05^2 1.1581}{\gamma} \|\rho_m\|^2 \right) \right] \]
\[ \leq 5.668 \xi^{m-s_{r-1}} \frac{\|N_{m-1}\|^{2}}{\gamma} + 1.885 \frac{\|\rho_{m}\|^{2}}{\gamma} \left( 1 + \frac{\sqrt{0.547}}{\gamma} \right) \frac{5.668 \xi^{m-1-s_{r-1}} \|N_{m}\|^{2}}{\gamma} \]

\[ \leq 5.668 \xi^{m-s_{r-1}} \frac{\|N_{m-1}\|^{2}}{\gamma} + 1.885 \frac{\|\rho_{m}\|^{2}}{\gamma} \left( 1 + \frac{\sqrt{0.547}}{\gamma} \right) 5.668 \frac{1.0053 \xi^{2}}{\gamma^{2}} \]

\[ \leq 5.668 \xi^{m-s_{r-1}} \frac{\|N_{m}\|^{2}}{\gamma}, \]

that is (ii) (for \( m \)). Similarly, using Lemma 9(ii) and the assertion (iii) (for \( m - 1 \)), we obtain (iii) (for \( m \)). This makes the induction step, and thus, it completes the proof. \( \Box \)

For \( m = s_{r} \), the assertion (iii) is just the relation (3.9).

**Lemma 13.** Let \( H \) satisfy the assumptions of Theorem 6. Let \( s_{r-1} + 1 \leq q \leq s_{r} \) and let \( w_{m}, \eta_{q}^{(k)} \) and \( \rho_{m} \) be defined by the relations (3.14), (3.20) and (3.21), respectively. If the hypothesis (3.8) holds, then

\[ \|\eta_{q}^{(w_{r+1})}\| \leq 1.013 \|\eta_{q}^{(w_{q+1})}\| + \frac{1.198}{\gamma} \sum_{m=q+1}^{s_{r}} |a_{qm}^{(w_{q+1})}| \|\rho_{m}\|, \]

where for \( q = s_{r} \), the empty sum is assumed to be zero.

**Proof.** In the same way as in the proof of [12, Lemma 14, pp. 48–49], using Lemmas 7(v), 10(i), 8(i), 12(i) and 4 together with the relation (3.6), we obtain the following estimates

\[ \|a_{q}^{(w_{m+1})}\| \leq \left( \xi + \frac{1.043 \ 1.0412 \ 1.0027 \mu^{2} \ 1.1581}{\gamma^{2}} \|\rho_{m}\|^{2} \right) \left( \eta_{q}^{(w_{m})}\right) \]

\[ + \frac{1.043 \mu \ 1.0027 \sqrt{1.1581}}{\gamma} |a_{qm}^{(w_{q+1})}| \|\rho_{m}\|, \]

\[ \|\eta_{q}^{(w_{r+1})}\| \leq \|\eta_{q}^{(w_{q+1})}\| \prod_{m=q+1}^{s_{r}} z_{m} + z \sum_{m=q+1}^{s_{r}} z_{m} \cdots z_{m+1} |a_{qm}^{(w_{q+1})}| \|\rho_{m}\|, \]

and

\[ \prod_{m=q+1}^{s_{r}} z_{m} \leq \xi^{n} \prod_{m=2}^{n} \left( 1 + 1.391 \frac{\|\rho_{m}\|^{2}}{\gamma^{2}} \right) \leq \xi^{n} \left( 1 - \frac{1.391}{\gamma^{2}} \sum_{m=2}^{n} \|\rho_{m}\|^{2} \right)^{-1} \]

\[ \leq 1.0053 \left( 1 - 1.391 \frac{1}{2 \ 100} \right)^{-1} < 1.013, \]
which imply the desired assertion. □

Now we are able to prove the relation (3.10).

**Lemma 14.** Let $H$ satisfy the assumptions of Theorem 6. If the hypothesis (3.8) holds, then

$$\|F_r^{(II)}\| \leq 8.983 \frac{\|N_s\|^2}{\gamma^2} \|G_r\|.$$

**Proof.** We follow the lines in the proof of [12, Lemma 15, pp. 49–51]. First, we use Lemmas 8(ii), 12(i), 4 and 12(ii), and the relation (3.6), to obtain

$$\|\eta_q^{(w_q+1)}\|^2 \leq \frac{0.547 \mu^2}{\gamma^2} \frac{1.1581}{\gamma^2} \|\rho_q\|^2 \left(5.668 \xi^{q-1-s_r-1} \frac{\|N_q\|^2}{\gamma} + \frac{1.437 \mu^2}{\gamma^2} \frac{1.1581}{\gamma^2} \|\rho_q\|^2\right)^2 \leq 22.677 \frac{\|\rho_q\|^2}{\gamma^2} \gamma \frac{\|N_s\|^4}{\gamma^2}.$$

After that, we use Lemmas 10(ii), 12(i) and 4, to obtain

$$\sum_{q=s_{r-1}+1}^{s_r} \sum_{m=q+1}^{s_r} |a_{qm}^{(w_q+1)}|^2 \leq 1.0027^2 \left(\frac{\|A_{rr}\|}{\sqrt{2}} + \frac{1.041 \mu}{\gamma} \frac{1.1581}{\gamma} \|G_r\|^2\right)^2.$$

To bound $\|A_{rr}\|$, we use Theorem 1(i),

$$\|A_{rr}\| \leq \frac{4}{\gamma} (\|F_r\|^2 + \|F_r\|^2) \leq \frac{4}{\gamma}\|N_s\|^2.$$

We complete the proof by combining the obtained estimates with Lemma 13, in the same way as in the proof of [12, Lemma 15, p. 51]. □

By proving the relations (3.9) and (3.10), PART II of the proof has been completed.

**PART III**

For $s_{r-1} + 2 \leq m \leq s_r$, let

$$v_m = Q_{s_{r-1}} + (s_r - s_{r-1})s_{r-1} + (m - s_{r-1} - 1)(m - s_{r-1} - 2)/2.$$ (3.23)

**Lemma 15.** Let $H$ satisfy the assumptions of Theorem 6. Let $v_m$ be defined by the relation (3.23). Then

$$\|F_r^{(v_{s_{r-1}+1})}\| \leq 1.015 \|F_r^{(v_{s_{r-1}+2})}\|.$$
Proof. In the proof of [12, Lemma 16, pp. 52–53], we use Theorem 1(i) to obtain
\[ \|A^{(k)}\| \leq \frac{4}{\gamma} \left( \|F^{(k)}_r\|^2 + \|\mathbf{F}^{(k)}_r\|^2 \right). \]
Thus, we have \( \tilde{\alpha} \leq \sqrt{2} \alpha^2/\gamma \). The proof is completed by using the relation (2.18) and the assumption (A1). \( \square \)

The last lemma proves the relation (3.11) and completes PART III of the proof.

4. Numerical examples. We have made several experiments using MATLAB. The main m-file that we have used is displayed below. In the first (second) part of that file, we generate a symmetric matrix of order \( n \) with simple (multiply) eigenvalues. We cannot display all the m-functions which are called in this m-file; instead, we briefly describe what they do. The m-function \( \text{symd(a,k)} \) generates an almost diagonal symmetric matrix, from the vector \( a \), by the formula \( A = Q \cdot \text{diag}(a) \cdot Q' \), where \( Q \) is an orthogonal matrix whose off-diagonal elements are of order \( 10^{-k} \) (cf. [5]). Then \( A \) is symmetrically scaled to be an s.d.d. matrix. After that, three method are applied to \( A \): two Jacobi methods (\( \text{djacobivpa}(A,180) \) and \( \text{djacobi}(A) \)), and the QR method which hides within the intrinsic \( \text{eig}(A) \) function. The first two methods are coded almost in the same way, using the row-cyclic pivot strategy.

The first method, within the m-file \( \text{djacobivpa}(A,k) \) is the control one. It uses variable precision arithmetic (vpa) with \( k \) decimal digits. We have taken \( k=180 \), large enough to watch the asymptotic convergence during several cycles. Its input is the matrix \( A \) in double precision and its outputs are also in double precision: \( V \) (the eigenvector matrix), \( \text{Lambda} \) (the eigenvalue diagonal matrix) and \( \text{OFF} \) (the two-column matrix: the first (second) column contains the off-norms of Jacobi iterates (scaled iterates) obtained after each full cycle). Within \( \text{djacobivpa}(A,180) \) all computations are performed using vpa.

The second and third method are the standard double precision algorithms.

The eigenvalues computed by these three methods are displayed in non-increasing ordering as vectors: \( c_0 \) (here are “exact” eigenvalues rounded to double precision), \( c_1 \) (here are the eigenvalues computed by \( \text{djacobi}(A) \)) and \( c_3 \) (here are the eigenvalues computed by \( \text{eig}(A) \)). The relative errors of the eigenvalues contained in \( c_1 \) and \( c_2 \) are computed and stored in the vectors \( c_4 \) and \( c_5 \), respectively. From the entries of \( c_1 \), the absolute and relative gaps are computed. From the columns of \( \text{OFF} \), we can watch the off-norm reduction of simple and scaled iterates, that is, we can watch the asymptotic convergence.

In the second part of the main m-file, we use the m-function \( \text{dmult3vpa}(V1,B, \ldots) \),
V1’,128) and the orthogonal matrix V (already available from the first part) to compute the new A by the formula \( A = V*B*V' \), where B=diag(b), and b is the given vector with multiple entries (which will be recomputed as eigenvalues of A). Although, the input matrices and the output matrix to dmult3vpa are in standard double precision, the computation within dmult3vpa uses vpa with 128 decimal digits. We have chosen

```plaintext
%%
% case of simple eigenvalues of an s.d.d. symmetric matrix
format short e; n=12; a1=[1 2 3 4]; a2=[a1 a1 -a1 -a1]; a=a2(1:n);
A1=symd(a,3); d=logspace(10,-10,n); D=diag(d); A=D*A1*D; A=A+A'
[V Lambda OFF] = djacobivpa(A,180); [V1 Lambda1] = djacobi(A);
[k1 k2]=size(OFF); c0=sort(diag(Lambda),'descend');
c1=sort(diag(Lambda1),'descend'); c2=sort(eig(A),'descend');
c3=(c1-c0)./c0; c4=(c2-c0)./c0; format long e;
disp(' Exact Jacobi QR rel.err. Jacobi rel.err.QR')
disp([c0 c1 c2 c3 c4]); gaps=gap(c0); sort(gaps,'descend');
disp(' Absolute gaps Relative gaps'); disp(gaps(1:n,:))
disp(' Minima gaps '); disp(gaps(n+1,:));
disp(' Initial off-norm Initial scaled off-norm');
disp(OFF(1,:)); disp(' Off-norm per cycle Scaled off-norm per cycle'); disp(OFF(2:k1,:));
%%
% case of multiple eigenvalues of an s.d.d. symmetric matrix
b1=[1 1 1 1]; b2=[1e16*b1 2e4*b1 -2e-3*b1 -5e-17*b1]; b=b2(1:n);
B=diag(b); A2=dmult3vpa(V,B,V',128); format short e; A=0.5*(A2+A2')
[V Lambda OFF] = djacobivpa(A,180); c0=sort(diag(Lambda),'descend');
[V1, Lambda1] = eig(vpa(A)); sort(diag(double(Lambda2)),'descend');
c2=sort(eig(A),'descend'); c3=(c1-c0)./c0; c4=(c2-c0)./c0;
c5=(c6-c0)./c0; format long e;
disp(' Exact Jacobi QR rel.err. Jacobi rel.err.QR rel.err. eig(vpa(A))')
disp([c0 c1 c2 c3 c4 c5]); gaps=gap(c0); sort(gaps,'descend');
disp(' Absolute gaps Relative gaps'); disp(gaps(1:n,:));
disp(' Minima gaps '); disp(gaps(n+1,:));
[k1 k2]=size(OFF);
disp(' Initial off-norm Initial scaled off-norm');
disp(OFF(1,:)); disp(' Off-norm per cycle Scaled off-norm per cycle'); disp(OFF(2:k1,:));
```

Table 1: The m-file used in the experiment.
the entries of \( b \) to be of the same sign and of the similar magnitudes as the diagonal elements of \( A \) from the first part of the main m-file. We hope that this might ensure that an s.d.d. symmetric matrix \( A \) with multiple eigenvalues (actually, with small clusters of eigenvalues of width not much larger than the machine precision) will be generated. The problem with matrix generation, in this part of the program, lies in the fact that the input matrices to \texttt{dmult3vpa} are in double precision and therefore \( V \) is just within machine precision (double precision) close to an orthogonal matrix.

Then we apply four methods to this new \( A \) in the same way as described above. The additional method (provided by MATLAB), \texttt{eig(vpa(A,180))}, computes the spectral precision of \( A \) to 180 decimal digits and serves only as a control method for \texttt{djacobivpa(A,k)}. The computation in this part is more delicate than in the first part, and we wanted an additional control.

In our experiments, we have been changing \( n \) (between 6 and 30) and the vectors \( a_1, a_2, b_1, b_2 \) in an arbitrary fashion. The results that we display are typical and are obtained as output from the m-file given below.

As can be seen from Table 2, the case of simple eigenvalues delivered an expected behavior of the Jacobi method. Except for the off-norm reduction, which is closer to cubic than to quadratic convergence. This is often the case when the scaling diagonal matrix \( D \) has decreasingly ordered diagonal elements and for smaller matrix dimension. When we have changed the command \texttt{d=logspace(10,-10,n);} into \texttt{d=logspace(-10,10,n);}, we got the following sequence of scaled off-norms per cycle (we display just four figures): 1.996e-002, 1.745e-005, 2.987e-011, 4.015e-022, 7.792e-045, 5.782e-094, 1.310e-199. In all considered cases, the relative accuracy of the Jacobi method has been in average just few ulps, while the intrinsic MATLAB function \texttt{eig} delivered quite erroneous small eigenvalues.

In the case of (almost) multiple eigenvalues, Jacobi method proved to be relatively accurate on scaled almost diagonal symmetric matrices, while this is certainly not true for the QR method (Table 3). The asymptotic behavior of Jacobi method is here most instructive. Since the relative gaps are so tiny, in the first cycles Jacobi behaves as if multiple eigenvalues were present (see the analysis of Jacobi method in the presence of clusters [4, last section]). So, quadratic (or faster) asymptotic convergence takes place. As the scaled off-norm, call it \( \alpha_0 \) becomes smaller and approaches the magnitude of relative gaps, the asymptotic convergence slows down. And when \( \alpha_0 \) becomes smaller than the minimum gap, its reduction per cycle is subjected to the rule described by the main theorem here. Then, actually \( \beta_0 = \alpha_0 / \gamma \), reduces quadratically per cycle.
The table below presents the quadratic convergence bounds of scaled iterates for a specific matrix $A$. The table includes information on the relative gaps, initial off-norm, and initial scaled off-norm for both exact and Jacobi methods. The data is sourced from the Electronic Journal of Linear Algebra, Volume 17, pp. 62-87, February 2008.

### Table 2: Simple eigenvalues

<table>
<thead>
<tr>
<th>Relative gaps</th>
<th>Initial off-norm</th>
<th>Initial scaled off-norm</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For a complete understanding of the table content, please refer to the original publication or the electronic journal for detailed explanations and context.
Table 3: Multiple eigenvalues.
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