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Abstract. In this paper, left derivations and Jordan left derivations in full and upper triangular
matrix rings over unital associative rings are characterized.
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1. Introduction. Let $R$ be an associative ring. An additive mapping $\delta : R \to M$
from $R$ into a bimodule $R_M$ is called a module derivation if $\delta(xy) = \delta(x)y + x\delta(y)$
holds for all $x, y \in R$. Particularly, the module derivation from $R$ into its regular
bimodule $R_R$ is well known as the ring derivation (usually called derivation). Obvi-
ously, the concept of module derivations depends heavily on the bimodule structure
of $M$, i.e., if $M$ is a left $R$-module but not a right $R$-module, this concept will not
happen. However, a small modification can lead a new concept, that is, the concept
of module left derivations. Exactly, an additive mapping $\delta$ from a ring $R$ into its left
module $R_M$ is called a module left derivation if $\delta(xy) = x\delta(y) + y\delta(x)$ holds for all
$x, y \in R$. Particularly, a module left derivation from $R$ into its left regular module
$R_R$ is called a ring left derivation (usually called a left derivation).

The concept of (module) left derivations appeared in Brešar and Vukman [8] at
first. They obtained that a left derivation in a prime ring must be zero, that a left
derivation in a semiprime ring must be a derivation such that its range is contained
in the center, and that a continuous linear left derivation in a Banach algebra $A$
must map $A$ into its Jacobson radical $\text{Rad}(A)$. Since left derivations act in accord
with derivations in a commutative ring, the result on Banach algebra by Brešar and
Vukman can be seen as a generalization of the one by Singer and Wermer [22] which
states that a continuous linear derivation in a commutative Banach algebra $A$ must
map $A$ into its Jacobson radical $\text{Rad}(A)$.

Since Brešar and Vukman initiated the study of left derivations in noncom-
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mutative rings, many related results have appeared for both Banach algebras (for example, see [12, 14, 15, 16, 20, 21, 23, 24]) and prime rings (for example, see [1, 3, 4, 5, 10, 13, 24, 25, 26]). However, in this paper, we will concern ourselves with (Jordan) left derivations in full and upper triangular matrix rings over unital associative rings.

Recall that an additive mapping \( \delta : R \to M \) from a ring \( R \) into its bimodule \( RM_R \) is called a module Jordan derivation if \( \delta(x^2) = \delta(x)x + x\delta(x) \) holds for all \( x \in R \). Particularly, a module Jordan derivation from \( R \) into its regular bimodule \( RR_R \) is called a ring Jordan derivation (usually called a Jordan derivation). Similarly, an additive mapping \( \delta \) from a ring \( R \) into its left module \( RM \) is called a module Jordan left derivation if \( \delta(x^2) = 2x\delta(x) \) holds for all \( x \in R \). Particularly, a module Jordan left derivation from \( R \) into its left regular module \( RR \) is called a ring Jordan left derivation (usually called a Jordan left derivation). For both Banach algebras and prime rings, Jordan left derivations have been studied broadly.

On the other hand, (Jordan) derivations in full and upper triangular matrix rings over unital rings have been characterized (see [2, 6, 7, 9, 17, 18, 19]). This short note will characterize (Jordan) left derivations in full and upper triangular matrix rings over unital rings.

Unless stated otherwise, \( R \) always denotes a unital associative ring with left \( R \)-module \( R \). Let \( M_n(R) \) and \( T_n(R) \) be the full and upper triangular matrix ring over \( R \) separately. In a natural fashion, \( M_n(V) \), the set of all \( n \times n \) matrices over \( V \), is a left \( M_n(R) \) module. Similarly, \( T_n(V) \), the set of all \( n \times n \) upper triangular matrices over \( V \), is a left \( T_n(R) \) module. The symbol \( e_{ij} \), \( 1 \leq i,j \leq n \), will be used for a matrix having all entries zero except the \((i,j)\)-entry which is equal to 1. Note that for a module Jordan left derivation \( \mu : R \to V \), \( \mu(x^2) = 0 \) holds for all \( x \in R \) if and only if \( 2\mu(x) = 0 \) holds for all \( x \in R \). The “if” part is obvious. And for all \( x \in R \),

\[
2\mu(x) = \mu(2x) = \mu(x^2 + 2x + 1^2) = \mu((x + 1)^2) = 0
\]

proves the other part. For convenience, a module Jordan left derivation \( \mu : R \to V \) is called strong if \( \mu(x^2) = 2\mu(x) = 0 \) holds for all \( x \in R \). And so, a module Jordan left derivation \( \mu : R \to V \) is strong if and only if \( \mu(V) \subseteq \{x \in V | 2x = 0 \} \). Particularly, every module Jordan left derivation is strong when \( V \) is 2-torsion. And the unique strong module Jordan left derivation is zero when \( V \) is 2-torsion free.

Now we record some basic facts on module (Jordan) left derivations as following.

**Remark 1.1.** Let \( \mu : R \to V \) be a module Jordan left derivation. Then \( \mu(e) = 0 \) for all \( e = e^2 \in R \).

**Proof.** By \( \mu(e) = \mu(e^2) = 2e\mu(e) \), we have that \( e\mu(e) = e(2e\mu(e)) = 2e\mu(e) \). Hence \( e\mu(e) = 0 \), and then \( \mu(e) = 2e\mu(e) = 0 \). \( \square \)
Remark 1.2. Let \( \mu : M_n(R) \rightarrow M_n(V) \) (resp., \( \mu : T_n(R) \rightarrow T_n(V) \)) be a module Jordan left derivation. Then \( \mu(e_{ii}) = 0 \) for all \( 1 \leq i \leq n \), and \( \mu(xe_{ij}) = 0 \) for all \( x \in R \) and for all \( i \neq j \) (resp., \( i < j \)).

Proof. By Remark 1.1, we have \( \mu(e_{ii}) = 0 \) for all \( 1 \leq i \leq n \) and \( \mu(e_{ii} + xe_{ij}) = 0 \) for all \( x \in R \) and for all \( i \neq j \) (resp., \( i < j \)). Hence, \( \mu(xe_{ij}) = \mu(e_{ii} + xe_{ij}) = \mu(e_{ii}) = 0 \) for all \( i \neq j \) (resp., \( i < j \)). \( \square \)

Remark 1.3. Let \( \mu : R \rightarrow V \) be a module left derivation. Then \( xy - yx \in \ker \mu \) for all \( x, y \in R \).

Proof. It can be proved by direct checking. \( \square \)

Remark 1.4. Let \( \mu : R \rightarrow V \) be a strong module Jordan left derivation. Then \( \mu(xy + yx) = 0 \) for all \( x, y \in R \).

Proof. For all \( x, y \in R \), \( \mu(xy + yx) = \mu(x^2 + y^2 + xy + yx) = \mu((x + y)^2) = 0 \). \( \square \)

2. Main results. Firstly, we characterize module left derivations in full and upper triangular matrix rings over unital associative rings.

Proposition 2.1. For \( n \geq 2 \), a module left derivation \( \mu : M_n(R) \rightarrow M_n(V) \) must be zero.

Proof. By Remark 1.2, \( \mu(xe_{ij}) = 0 \) for all \( i \neq j \) and for all \( x \in R \). On the other hand, for all \( i \neq j \) and for all \( x \in R \), \( \mu(xe_{ii} + xe_{ij}) = \mu(xe_{ii}) + xe_{ij} \mu(e_{ij}) = e_{ii} \mu(e_{ij}) + e_{ii} \mu(xe_{ij}) = 0 \) which completes the proof. \( \square \)

Proposition 2.2. For \( n \geq 2 \), a mapping \( \mu : T_n(R) \rightarrow T_n(V) \) is a module left derivation if and only if there exist module left derivations \( \mu_i : R \rightarrow V \) (\( 1 \leq i \leq n \)) such that for all \( A = (a_{ij}) \in T_n(R) \),

\[
\mu : \begin{pmatrix}
a_{11} & a_{12} & \cdots & a_{1n} \\
a_{22} & \cdots & \cdots & a_{2n} \\
\vdots & \ddots & \ddots & \vdots \\
a_{nn} & & & a_{nn}
\end{pmatrix} \mapsto \begin{pmatrix}
\mu_1(a_{11}) & \mu_2(a_{11}) & \cdots & \mu_n(a_{11}) \\
0 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & & \cdots & 0
\end{pmatrix}.
\]

Proof. We merely deal with the “only if” part since the other part can be checked directly. By Remark 1.2, we have \( \mu(e_{ii}) = 0 \) for all \( 1 \leq i \leq n \) and \( \mu(xe_{ii}) = 0 \) for all \( i < j \) and for all \( x \in R \). For all \( x \in R \) and for all \( 1 \leq i \leq n \), \( \mu(xe_{ii}) = \mu(e_{ii}xe_{ii}) = e_{ii} \mu(xe_{ii}) \). Particularly, for all \( x \in R \) and for all \( 1 \leq i \leq n \), \( 0 = \mu(xe_{11}) = \mu(e_{11}xe_{11}) = e_{11} \mu(xe_{11}) \). Hence, \( \mu(xe_{ii}) = 0 \) for all \( x \in R \) and for all \( 1 \leq i \leq n \) since \( \mu(xe_{ii}) = e_{ii} \mu(xe_{ii}) \). For each \( 1 \leq i \leq n \), let \( \mu_i : R \rightarrow V \) be the mapping such that \( \mu_i(x) \) is the \((1, i)\)-entry of \( \mu(xe_{11}) \) for all \( x \in R \). Obviously,
where $\frac{1}{m}$ is an additive mapping. Moreover, for all $x, y \in R$, $\mu(x) y$ is the $(1, i)$-entry of $\mu(x y) = xy \mu(y) + y x \mu(x)$ for all $1 \leq i \leq n$. And so, for each $\mu$, $\mu(x) y = x \mu(y) + y x \mu(x)$ holds for all $x \in R$, which completes the proof. \(\square\)

By Proposition 2.2, we have the following corollaries.

**Corollary 2.3.** For $n \geq 2$, there exist nonzero module left derivations from $\mathbb{T}_n(R)$ into $\mathbb{T}_n(V)$ if and only if there exist nonzero module left derivations from $R$ into $V$.

**Corollary 2.4.** Let $V$ be an $R$-bimodule and $n \geq 2$. Then a module left derivation $\mu : \mathbb{T}_n(R) \rightarrow \mathbb{T}_n(V)$ which is also a module derivation must be zero.

If a (resp., module) left derivation is not a (resp., module) derivation, we call it nontrivial or proper. By Proposition 2.2, we can construct some nontrivial examples of (module) left derivations.

**Example 2.5.** Let $R = \mathbb{Q}[x]$. Then for $n \geq 2$, a left derivation $\mu$ of $\mathbb{T}_n(R)$ must be the following form

$$
\mu : \left( \begin{array}{cccc}
     a_{11}(x) & a_{12}(x) & \cdots & a_{1n}(x) \\
     a_{21}(x) & a_{22}(x) & \cdots & a_{2n}(x) \\
     \vdots & \ddots & \ddots & \vdots \\
     a_{n1}(x) & a_{n2}(x) & \cdots & a_{nn}(x) \\
\end{array} \right) 
\mapsto \left( \begin{array}{cccc}
 f_1(x) a_{11}(x) & f_2(x) a_{11}(x) & \cdots & f_n(x) a_{11}(x) \\
 0 & \cdots & \cdots & 0 \\
 \vdots & \ddots & \ddots & \vdots \\
 0 & 0 & \cdots & 0 \\
\end{array} \right),
$$

where $f_1(x), f_2(x), \ldots, f_n(x)$ are fixed polynomials in $\mathbb{Q}[x]$.

Now we characterize module Jordan left derivations in full and upper triangular matrix rings over unital associative rings.

**Theorem 2.6.** For $n \geq 2$, a mapping $\mu : \mathbb{M}_n(R) \rightarrow \mathbb{M}_n(V)$ is a module Jordan left derivation if and only if there exist strong module Jordan left derivations $\mu_{ij} : R \rightarrow V$ ($1 \leq i, j \leq n$) such that for all $A = (a_{ij}) \in \mathbb{M}_n(R)$, $\mu(A) = (\mu_{ij}(x A))$, where $x A = \sum_{i=1}^n a_{ii}$ is the trace of $A$. Particularly the unique module Jordan left derivation $\mu : \mathbb{M}_n(R) \rightarrow \mathbb{M}_n(V)$ is zero when $V$ is $2$-torsion free.

**Proof.** For the “if” part, we can obtain the conclusion by Remark 1.4 and the fact that $tr(A^2) = \sum_{i=1}^n a_{ii}^2 + \sum_{i \neq j} (a_{ij}a_{ji} + a_{ji}a_{ij})$. Now we deal with the “only if” part. By Remark 1.2, we have $\mu(e_{ii}) = 0$ for all $1 \leq i \leq n$ and $\mu(x e_{ij}) = 0$ for all
i \neq j and for all x \in R. For all i \neq j and for all x \in R,
\mu(xe_{ii} + xe_{jj}) = \mu((e_{ij} + xe_{ji})^2) = 2(e_{ij} + xe_{ji})\mu(e_{ij} + xe_{ji}) = 0.

For each 1 \leq i \leq n, using \mu(e_{ii}) = 0, we have that
\begin{align*}
2xe_{ii} \mu(xe_{ii}) &= \mu((xe_{ii})^2) = \mu(((x-1)e_{ii} + I)^2) \\
&= 2((x-1)e_{ii} + I)\mu((x-1)e_{ii} + I) = 2((x-1)e_{ii} + I)\mu(xe_{ii}).
\end{align*}

And so, 2(I - e_{ii})\mu(xe_{ii}) = 0 for all x \in R and for all 1 \leq i \leq n. For some j \neq i, we have that 0 = 2(I - e_{jj})\mu(xe_{jj}) = 2(I - e_{jj})\mu(xe_{ii}) since \mu(xe_{ii} + xe_{jj}) = 0. Particularly, we have that 2e_{ii}\mu(xe_{ii}) = 0. Hence, 2\mu(xe_{ii}) = 0 for all x \in R and for all 1 \leq i \leq n. And so, \mu(x^2e_{ii}) = 2xe_{ii}\mu(xe_{ii}) = 0 for all x \in R and for all 1 \leq i \leq n. In fact, for all i \neq j, we have obtained \mu(xe_{ii}) = \mu(xe_{jj}) for all x \in R.

Let \mu_{ij} : R \rightarrow V \ (1 \leq i, j \leq n) be the mapping such that \mu_{ij}(x) is the (i, j)-entry of \mu(xe_{ii}) for all x \in R. Then \mu_{ij} : R \rightarrow V \ (1 \leq i, j \leq n) are strong module Jordan left derivations which completes the proof. \qed

If a (resp., module) Jordan left derivation is not a (resp., module) left derivation, we call it nontrivial or proper. By Theorem 2.6, we can construct some nontrivial examples of (module) Jordan left derivations.

**Example 2.7.** Let R = \mathbb{Z}_2[x], and let f_{ij}(x) \in R \ (1 \leq i, j \leq n) be fixed polynomials. For n \geq 2, we obtain a nontrivial Jordan left derivation \mu : M_n(R) \rightarrow M_n(R) as \mu(A(x)) = \text{tr}A(x)^t(f_{ij}(x)).

**Theorem 2.8.** For n \geq 2, a mapping \mu : T_n(R) \rightarrow T_n(V) is a module Jordan left derivation if and only if there exist module Jordan left derivations
\[
\mu_{ij}^k : R \rightarrow V \ (1 \leq i \leq n, i \leq j \leq n, 1 \leq k \leq n)
\]
such that all \mu_{ij}^k but \mu_{ij}^1 \ (1 \leq j \leq n) are strong and \mu(A) = \sum_{k=1}^{n} (\mu_{ij}^k(a_{kk})) for all A = (a_{ij}) \in T_n(R).

**Proof.** It can be checked directly for the necessary part. Now we deal with the sufficient part. By Remark 1.2, we have \mu(e_{ii}) = 0 for all 1 \leq i \leq n and \mu(xe_{ij}) = 0 \ (i < j) for all x \in R. Let
\[
\mu_{ij}^k : R \rightarrow V \ (1 \leq i \leq n, i \leq j \leq n, 1 \leq k \leq n)
\]
be the (i, j)-entry of \mu(xe_{kk}) for each x \in R. Obviously, each \mu_{ij}^k is an additive mapping such that \mu(A) = \sum_{k=1}^{n} (\mu_{ij}^k(a_{kk})) for all A = (a_{ij}) \in T_n(R). Now let x be an arbitrary element in R. For all 1 \leq i \leq n, using \mu(e_{ii}) = 0, we have that
\[
\begin{align*}
2xe_{ii}\mu(xe_{ii}) &= \mu((xe_{ii})^2) = \mu(((x-1)e_{ii} + I)^2) \\
&= 2((x-1)e_{ii} + I)\mu((x-1)e_{ii} + I) = 2((x-1)e_{ii} + I)\mu(xe_{ii}).
\end{align*}
\]
And so, $2(I - e_{ii})\mu(xe_{ii}) = 0$ ($1 \leq i \leq n$). This shows that $2\mu_{ij}^k = 0$ for all $i \neq k \in \{1, 2, \ldots, n\}$ and for all $i \leq j \leq n$. Particularly, for all $2 \leq i \leq n$, using $\mu(e_{1i}) = 0$, we have that

$$2xe_{ii}\mu(xe_{ii}) = \mu((xe_{ii})^2) = \mu(xe_{ii} + e_{1i})^2) = 2(xe_{ii} + e_{1i})\mu(xe_{ii}) + 2e_{1i}\mu(xe_{ii}).$$

Hence, for all $2 \leq i \leq n$, we have $2e_{1i}\mu(xe_{ii}) = 0$ which shows that $2e_{ii}\mu(xe_{ii}) = 0$. Thus, $2\mu_{ij}^k = 0$ for all $2 \leq k \leq n$ and for all $1 \leq i \leq j \leq n$. At the same time we have proved that $2\mu_{ij}^1 = 0$ for all $2 \leq i \leq n$ and for all $i \leq j \leq n$. All of these shows that $\mu_{ij}^k(x^2) = 0$ for all $2 \leq k \leq n$ and for all $1 \leq i \leq j \leq n$, and that $\mu_{ij}^1(x^2) = 0$ for all $2 \leq i \leq n$ and for all $i \leq j \leq n$. So all $\mu_{ij}^k$ but $\mu_{1j}^1$ ($1 \leq j \leq n$) are strong module Jordan left derivations. Moreover it can be checked directly that each $\mu_{1j}^1$ ($1 \leq j \leq n$) is a module Jordan left derivation, which completes the proof. □

By Theorem 2.8, we have:

**Corollary 2.9.** Let $R V$ be 2-torsion free. Then for $n \geq 2$, there exist proper module Jordan left derivations from $T_n(R)$ into $T_n(V)$ if and only if there exist proper module Jordan left derivations from $R$ into $V$.

By Corollary 2.9 and known results on (left) derivations in 2-torsion free prime rings [8, 11, 13], we have:

**Corollary 2.10.** Let $R$ be 2-torsion free prime ring. Then there is not proper module Jordan left derivations of $T_n(R)$.
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