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Abstract. Refinements of the operator Jensen inequality for convex and operator convex functions are given by using cyclic refinements of the discrete Jensen inequality. Similar refinements are fairly rare in the literature. Some applications of the results to norm inequalities, to the Hölder-McCarthy inequality and to generalized weighted power means for operators are presented.
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1. Introduction. In this paper, \((H, \langle \cdot, \cdot \rangle)\) denotes a complex Hilbert space. The \(C^*\)-algebra of all bounded linear operators on \(H\) will be denoted by \(B(H)\). We always understand the norm of an operator \(A \in B(H)\) as

\[
\|A\| := \sup_{\|x\| \leq 1} \|Ax\|.
\]

The identity operator on \(H\) is denoted by \(I_H\). The spectrum of an operator \(A \in B(H)\) is denoted by \(\text{sp}(A)\). An operator \(A \in B(H)\) is called positive, if \(\langle Ax, x \rangle \geq 0\) for every \(x \in H\), or equivalently, \(A\) is self-adjoint and \(\text{sp}(A) \subset [0, \infty]\). An operator \(A \in B(H)\) is called strictly positive, if it is positive and invertible. For an interval \(J \subset \mathbb{R}\), \(S(J)\) means the class of all self-adjoint operators from \(B(H)\), whose spectra are contained in \(J\).

Let \(J \subset \mathbb{R}\) be an interval, and \(f : J \to \mathbb{R}\) be a function. The function \(f\) is called convex (on \(J\)) if

\[
f(\lambda x + (1 - \lambda) y) \leq \lambda f(x) + (1 - \lambda) f(y)
\]

for all \(x, y \in J\) and for all \(0 \leq \lambda \leq 1\). If \(f\) is continuous on \(J\), and \(A \in S(J)\), then \(f(A)\) is defined by the continuous functional calculus for self-adjoint operators (see
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The function \( f \) is said to be operator monotone (increasing on \( J \)) if \( f \) is continuous on \( J \) and \( A, B \in S(J) \), \( A \leq B \) (i.e. \( B - A \) is a positive operator) implies \( f(A) \leq f(B) \). The function \( f \) is called operator convex (on \( J \)) if \( f \) is continuous on \( J \) and
\[
f(\lambda A + (1 - \lambda) B) \leq \lambda f(A) + (1 - \lambda) f(B)
\]
for all \( A, B \in S(J) \) and for all \( \lambda \in [0, 1] \).

We say that the numbers \( p_1, \ldots, p_n \) represent a (positive) discrete probability distribution if \((p_i > 0)\) \( p_i \geq 0 \) \((1 \leq i \leq n)\) and \( \sum_{i=1}^{n} p_i = 1 \).

The following well known results are operator versions of Jensen inequality:

**Theorem 1.1.** (Operator Jensens inequality for convex functions, [3, 11]) Let \( J \subset \mathbb{R} \) be an interval. Let \( A_i \in S(J) \) and \( x_i \in H \) \((i = 1, \ldots, n)\) with \( \sum_{i=1}^{n} \|x_i\|^2 = 1 \). If \( f : J \to \mathbb{R} \) is continuous and convex, then
\[
f \left( \sum_{i=1}^{n} \langle A_i x_i, x_i \rangle \right) \leq \sum_{i=1}^{n} \langle f(A_i) x_i, x_i \rangle.
\]

**Theorem 1.2.** (Operator Jensens inequality for operator convex functions, [12]) Let \( J \subset \mathbb{R} \) be an interval, and \( K \) be a complex Hilbert space. Let \( A_i \in S(J) \) \((i = 1, \ldots, n)\), \( \Phi_i : \mathcal{B}(H) \to \mathcal{B}(K) \) \((i = 1, \ldots, n)\) be unital positive linear maps, and let \( p_1, \ldots, p_n \) represent a discrete probability distribution. If \( f : J \to \mathbb{R} \) is operator convex, then
\[
f \left( \sum_{i=1}^{n} p_i \Phi_i (A_i) \right) \leq \sum_{i=1}^{n} p_i \Phi_i (f(A_i)).
\]

A linear map \( \Phi : \mathcal{B}(H) \to \mathcal{B}(K) \) is positive if \( \Phi(A) \) is positive for all positive \( A \in \mathcal{B}(H) \), and unital if \( \Phi(I_H) = \Phi(I_K) \). \( \Phi \) is called strictly positive if \( \Phi(A) \) is strictly positive for all strictly positive \( A \in \mathcal{B}(H) \).

It is given new cyclic refinements of the discrete Jensen inequality in the papers Brnetič, Khan and Pečarić [2] and Horváth, Khan and Pečarić [5]. Moreover, we refer [1] for numerical inequalities. In this paper, we obtain refinements of (1.1) and (1.2) in the spirit of [5]. Refinements of operator versions of Jensen inequality has been less extensively studied than refinements of the discrete or the integral form of Jensen inequality. For some results, we refer to the papers Khosravi, Aujla, Dragomir and Moslehian [9], Niezgoda [13], Khan and Hanif [7], Kian and Moslehian [8], and the
book Horváth, Khan and Pečarić [4]. Some applications are also given: Refinements of norm inequalities and the Hölder-McCarthy inequality; introduction of some mixed symmetric means for operators and investigation of their monotonicity properties.

2. Refinements of the operator Jensen inequality for convex functions.

In the sequel, we shall use the following convention: Let $2 \leq k \leq n$ be integers, $i \in \{1, \ldots, n\}$ and $j \in \{0, \ldots, k - 1\}$; if $i + j > n$, then $i + j$ means $i + j - n$.

Our first result a new refinement of the operator Jensen inequality for convex functions:

**Theorem 2.1.** Let $2 \leq k \leq n$ be integers, let $x := (x_1, \ldots, x_n) \in \mathbb{H}^n$ such that $x_i \neq 0$ ($i = 1, \ldots, n$) and $\sum_{i=1}^{n} \|x_i\|^2 = 1$, and let $\lambda := (\lambda_1, \ldots, \lambda_k)$ represent a positive discrete probability distribution. Let $J \subset \mathbb{R}$ be an interval, $A_i \in S(J)$ ($i = 1, \ldots, n$) and $A := (A_1, \ldots, A_n)$. If $f : J \to \mathbb{R}$ is continuous and convex, then

$$f \left( \sum_{i=1}^{n} \langle A_i x_i, x_i \rangle \right) \leq D_c = D_c (f, A, x, \lambda)$$

$$= \sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} \|x_{i+j}\|^2 \right) \left( \frac{1}{\sum_{j=0}^{k-1} \lambda_{j+1} \|x_{i+j}\|^2} \sum_{j=0}^{k-1} \lambda_{j+1} \langle A_{i+j} x_{i+j}, x_{i+j} \rangle \right)$$

$$\leq \sum_{i=1}^{n} \langle f (A_i) x_i, x_i \rangle .$$

**Proof.** Since

$$\sum_{j=0}^{k-1} \left( \frac{1}{\sum_{j=0}^{k-1} \lambda_{j+1} \|x_{i+j}\|^2} \right)^{1/2} = 1,$$

the operator Jensen inequality for convex functions yields

$$D_c = \sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} \|x_{i+j}\|^2 \right)^2$$
\[ f \left( \sum_{j=0}^{k-1} \left\langle A_{i+j}, \frac{\sqrt{\lambda_{j+1}x_{i+j}}}{\sqrt{\sum_{j=0}^{k-1} \lambda_{j+1} \|x_{i+j}\|^2}} \right\rangle \right) \leq n \sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} \|x_{i+j}\|^2 \right)^{1/2} f \left( \sum_{i=1}^{n} \langle f(A_i) x_i, x_i \rangle \right) \]

Conversely, it is easy to check that

\[ \sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} \|x_{i+j}\|^2 \right) = 1, \]

and therefore, the convexity of \( f \) implies

\[ D_c \geq f \left( \sum_{i=1}^{n} \sum_{j=0}^{k-1} \lambda_{j+1} \langle A_{i+j}x_{i+j}, x_{i+j} \rangle \right) = f \left( \sum_{i=1}^{n} \langle A_i x_i, x_i \rangle \right) \left( \sum_{j=1}^{k} \lambda_j \right) = f \left( \sum_{i=1}^{n} \langle A_i x_i, x_i \rangle \right). \]

The following particular case is interesting.

**Corollary 2.2.** Let \( 2 \leq k \leq n \) be integers, let \( x \in H \) with \( \|x\| = 1 \), and let \( \lambda_1, \ldots, \lambda_k \) and \( p_1, \ldots, p_n \) represent positive discrete probability distributions. Let \( J \subset \mathbb{R} \) be an interval, and \( A_i \in S(J) \) (\( i = 1, \ldots, n \)). If \( f : J \to \mathbb{R} \) is continuous and convex, then:

(a)

\[ f \left( \sum_{i=1}^{n} p_i A_i x_i, x \right) \leq \sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \right) f \left( \frac{1}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}} \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} A_{i+j} x, x \right) \leq \sum_{i=1}^{n} p_i f(A_i) x, x. \]
In case of $A := A_1 = \cdots = A_n$,

$$f (\langle Ax, x \rangle) \leq \sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \right) f \left( \frac{1}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} Ax, x \right) \right)$$

$$\leq \langle f (A) x, x \rangle.$$  

Proof. (a) Theorem 2.1 can be applied to the vectors $x_i := \sqrt{p_i} x$ $(i = 1, \ldots, n)$.  

(b) It is a special case of (a).  

Some norm inequalities can be obtained from Corollary 2.2 (a).

Corollary 2.3. Let $2 \leq k \leq n$ be integers, and let $\lambda_1, \ldots, \lambda_k$ and $p_1, \ldots, p_n$ represent positive discrete probability distributions. Let $J \subset [0, \infty]$ be an interval, and $A_i \in \mathcal{S}(J)$ $(i = 1, \ldots, n)$. If $f : J \rightarrow \mathbb{R}$ is nonnegative, continuous, increasing and convex, then

$$f \left( \left\| \sum_{i=1}^{n} p_i A_i \right\| \right) \leq \sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \right) f \left( \frac{1}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} A_{i+j} \right) \right)$$

$$\leq \left\| \sum_{i=1}^{n} p_i f (A_i) \right\|.$$  

Proof. If $A \in \mathcal{B}(H)$ is a positive operator, then $\|A\| = \sup_{\|x\|=1} \langle Ax, x \rangle$. By using this, the continuity and the increase of $f$, and Corollary 2.2 (a), we have

$$f \left( \left\| \sum_{i=1}^{n} p_i A_i \right\| \right) = f \left( \sup_{\|x\|=1} \left\langle \sum_{i=1}^{n} p_i A_i x, x \right\rangle \right) = \sup_{\|x\|=1} f \left( \left\langle \sum_{i=1}^{n} p_i A_i x, x \right\rangle \right)$$

$$\leq \sup_{\|x\|=1} \sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \right) f \left( \frac{1}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} A_{i+j} x, x \right) \right)$$

$$\leq \sup_{\|x\|=1} \left\langle \sum_{i=1}^{n} p_i f (A_i) x, x \right\rangle = \left\| \sum_{i=1}^{n} p_i f (A_i) \right\|.  \quad \Box
Remark 2.4. We consider now some special cases of Corollary 2.3. Let $2 \leq k \leq n$ be integers, and let $\lambda_1, \ldots, \lambda_k$ and $p_1, \ldots, p_n$ represent positive discrete probability distributions. Let $J \subset [0, \infty[$ be an interval, and $A_i \in S(J)$ ($i = 1, \ldots, n$).

(a) For $\alpha \geq 1$,

\begin{equation}
\left\| \sum_{i=1}^{n} p_i A_i \right\|^\alpha \leq \sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \right)^{1-\alpha} \left\| \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} A_{i+j} \right\|^{\alpha} \leq \left\| \sum_{i=1}^{n} p_i A_i^\alpha \right\|,
\end{equation}

and for $0 < \alpha < 1$ the reverse inequalities hold. If the operators are strictly positive, (2.1) is also true for $\alpha < 0$.

(b) By choosing $f = \exp$, we have

\begin{align*}
\exp \left( \sum_{i=1}^{n} p_i A_i \right) & \leq \sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \right) \exp \left( \frac{1}{\sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j}} \left\| \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} A_{i+j} \right\| \right) \\
& \leq \left\| \sum_{i=1}^{n} p_i \exp(A_i) \right\|.
\end{align*}

From Corollary 2.3 (b) a refinement of the Hölder-McCarthy inequality (see [6]) is derived.

Corollary 2.5. Let $2 \leq k \leq n$ be integers, let $x \in H$ be a unit vector, and let $\lambda_1, \ldots, \lambda_k$ and $p_1, \ldots, p_n$ represent positive discrete probability distributions. Let $A \in \mathcal{B}(H)$ be a positive operator. Then the following hold:

(a) For every $\alpha \geq 1$,

\begin{equation}
\langle Ax, x \rangle^\alpha \leq \sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \right)^{1-\alpha} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} Ax, x \right)^\alpha \leq \langle A^\alpha x, x \rangle.
\end{equation}

(b) For every $0 < \alpha < 1$,

\begin{equation}
\langle Ax, x \rangle^\alpha \geq \sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \right)^{1-\alpha} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} Ax, x \right)^\alpha \geq \langle A^\alpha x, x \rangle.
\end{equation}

(c) If $A$ is strictly positive and $\alpha < 0$, then (2.2) also holds.
3. Refinements of the operator Jensen inequality for operator convex functions. In the next result, we obtain a new refinement for operator Jensen inequality for operator convex functions.

**Theorem 3.1.** Let $2 \leq k \leq n$ be integers, and let $\lambda := (\lambda_1, \ldots, \lambda_k)$ and $p := (p_1, \ldots, p_n)$ represent positive discrete probability distributions. Let $J \subset \mathbb{R}$ be an interval, $A_i \in S(J)$ $(i = 1, \ldots, n)$ and $A := (A_1, \ldots, A_n)$. Let $K$ be a complex Hilbert space, $\Phi_i : \mathcal{B}(H) \to \mathcal{B}(K)$ $(i = 1, \ldots, n)$ be unital positive linear maps, and $\Phi := (\Phi_1, \ldots, \Phi_n)$. If $f : J \to \mathbb{R}$ is operator convex, then

$$f \left( \sum_{i=1}^{n} p_i \Phi_i (A_i) \right) \leq D_{oc} = D_{oc} (f, A, \Phi, p, \lambda)$$

$$:= \sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \right) \Phi_i (A_{i+j}) \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \right)$$

$$\leq \sum_{i=1}^{n} p_i \Phi_i (f(A_i)).$$

**Proof.** The operator Jensen inequality for operator convex functions shows that

$$D_{oc} \leq \sum_{i=1}^{n} \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \Phi_i (f(A_{i+j}))$$

$$= \left( \sum_{i=1}^{n} p_i \Phi_i (f(A_i)) \right) \left( \sum_{j=1}^{k} \lambda_j \right) = \sum_{i=1}^{n} p_i \Phi_i (f(A_i)).$$

Since

$$\sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \right) = 1,$$

we can apply the operator Jensen inequality for operator convex functions again, and have

$$D_{oc} \geq f \left( \sum_{i=1}^{n} \left( \sum_{j=0}^{k-1} \lambda_{j+1} p_{i+j} \Phi_i (A_{i+j}) \right) \right) = f \left( \sum_{i=1}^{n} p_i \Phi_i (A_i) \right). \square$$

In the following variant of the previous result, the maps $\Phi_1, \ldots, \Phi_n$ are defined directly in terms of unitary operators.
COROLLARY 3.2. Let $2 \leq k \leq n$ be integers, and let $\lambda := (\lambda_1, \ldots, \lambda_k)$ and $p := (p_1, \ldots, p_n)$ represent positive discrete probability distributions. Let $J \subset \mathbb{R}$ be an interval, $A_i \in S(J)$ ($i = 1, \ldots, n$) and $A := (A_1, \ldots, A_n)$. Let $C_i \in \mathcal{B}(H)$ ($i = 1, \ldots, n$) be unital operators. If $f : J \to \mathbb{R}$ is operator convex, then

$$f\left(\sum_{i=1}^{n} p_i C_i^* A_i C_i\right) \leq \sum_{i=1}^{n} \left(\sum_{j=0}^{k-1} \lambda_j p_{i+j} C_{i+j}^*\right) f\left(\frac{\sum_{j=0}^{k-1} \lambda_j p_{i+j} C_{i+j}^* A_i C_i}{\sum_{j=0}^{k-1} \lambda_j p_{i+j}}\right) \leq \sum_{i=1}^{n} p_i C_i^* f(A_i) C_i.$$

Proof. For every $i = 1, \ldots, n$, the map $\Phi_i : \mathcal{B}(H) \to \mathcal{B}(H)$ defined by

$$\Phi_i (A) = C_i^* A C_i$$

is a unital positive linear map, and hence Theorem 3.1 can be applied. \(\square\)

As an application, we present some monotonicity results for operator means.

Let $A_i \in \mathcal{B}(H)$ ($i = 1, \ldots, n$) be strictly positive operators, $A := (A_1, \ldots, A_n)$, and let $p := (p_1, \ldots, p_n)$ represent a positive discrete probability distribution. Let $K$ be a complex Hilbert space, $\Phi_i : \mathcal{B}(H) \to \mathcal{B}(K)$ ($i = 1, \ldots, n$) be unital strictly positive linear maps, and $\Phi := (\Phi_1, \ldots, \Phi_n)$. The generalized weighted power mean of the operators $A_i$ ($i = 1, \ldots, n$) is defined by (see [10])

$$M^{[\alpha]}_n (A, \Phi, p) = M^{[\alpha]}_n (A_1, \ldots, A_n; \Phi_1, \ldots, \Phi_n; p_1, \ldots, p_n),$$

$$:= \left(\sum_{i=1}^{n} p_i \Phi_i \left(A_i^\alpha\right)\right)^{1/\alpha}, \quad \alpha \in \mathbb{R} \setminus \{0\}.$$

THEOREM 3.3. Let $2 \leq k \leq n$ be integers, and let $\lambda := (\lambda_1, \ldots, \lambda_k)$ and $p := (p_1, \ldots, p_n)$ represent positive discrete probability distributions. Let $A_i \in \mathcal{B}(H)$ ($i = 1, \ldots, n$) be strictly positive operators, $A := (A_1, \ldots, A_n)$. Let $K$ be a complex Hilbert space, $\Phi_i : \mathcal{B}(H) \to \mathcal{B}(K)$ ($i = 1, \ldots, n$) be unital strictly positive linear maps, and $\Phi := (\Phi_1, \ldots, \Phi_n)$. Then

$$\left(\sum_{i=1}^{n} p_i \Phi_i \left(A_i^\alpha\right)\right)^{1/\alpha} \leq M^{[\alpha, \beta]}_n (A, \Phi, p, \lambda) := \left(\sum_{i=1}^{n} \left(\sum_{j=0}^{k-1} \lambda_j p_{i+j}\right) \left(\sum_{j=0}^{k-1} \lambda_j p_{i+j} \Phi_{i+j} \left(A_{i+j}^\beta\right)\right)^{\beta/\alpha}\right)^{1/\beta}.$$ 

(3.1)
Cyclic Refinements of the Different Versions of Operator Jensen Inequality

\[
\leq \left( \sum_{i=1}^{n} p_i \Phi_i \left( A_i^{\beta} \right) \right)^{1/\beta},
\]

if either \( \alpha \leq \beta \leq -1 \) or \( 1 \leq \beta \leq -\alpha \) or \( 1 \leq \beta \) and \( \alpha \leq \beta \leq 2\alpha \).

The reverse inequalities hold in (3.1) if either \( 1 \leq \beta \leq \alpha \) or \( -\alpha \leq \beta \leq -1 \) or \( \beta \leq -1 \) and \( 2\alpha \leq \beta \leq \alpha \).

**Proof.** The following properties of the function \( g : [0, \infty[ \to \mathbb{R} \), \( g(x) = x^r \) are well known (see [3]): It is operator convex if either \( 1 \leq r \leq 2 \) or \( -1 \leq r \leq 0 \), and \(-g\) is operator convex if \( 0 \leq r \leq 1 \); \( g \) is operator monotone increasing if \( 0 \leq r \leq 1 \) and operator monotone decreasing if \(-1 \leq r \leq 0 \).

By using these properties, Theorem 3.1 can be applied to the function \( f : [0, \infty[ \to \mathbb{R}, f(x) = x^{\beta/\alpha} \) and the operators \( A_i^{\alpha} \) (\( i = 1, \ldots, n \)).

**Remark 3.4.** \( M_{[\alpha,\beta]}^n \) can be considered as the mixed symmetric mean corresponding to \( D_{oc} \) in Theorem 3.1.
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